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CHAPTER 1. SYSTEM REQUIREMENTS

CHAPTER 1. SYSTEM REQUIREMENTS

Virtualization is available with the KVM hypervisor for Red Hat Enterprise Linux 7 on the Intel 64 and
AMDG64 architectures. This chapter lists system requirements for running virtual machines, also referred
to as VMs.

For information on installing the virtualization packages, see Chapter 2, Installing the Virtualization
Packages.

1.1. HOST SYSTEM REQUIREMENTS

Minimum host system requirements

e 6 GB free disk space.

e 2 GB RAM.

Recommended system requirements

e One core or thread for each virtualized CPU and one for the host.
e 2 GB of RAM, plus additional RAM for virtual machines.
e 6 GB disk space for the host, plus the required disk space for the virtual machine(s).

Most guest operating systems require at least 6 GB of disk space. Additional storage space for
each guest depends on their workload.

Swap space

Swap space in Linux is used when the amount of physical memory (RAM) is full. If the system
needs more memory resources and the RAM is full, inactive pages in memory are moved to the
swap space. While swap space can help machines with a small amount of RAM, it should not be
considered a replacement for more RAM. Swap space is located on hard drives, which have a
slower access time than physical memory. The size of your swap partition can be calculated
from the physical RAM of the host. The Red Hat Customer Portal contains an article on safely
and efficiently determining the size of the swap patrtition:
https://access.redhat.com/site/solutions/15244.

o When using raw image files, the total disk space required is equal to or greater than the sum
of the space required by the image files, the 6 GB of space required by the host operating
system, and the swap space for the guest.

Equation 1.1. Calculating required space for guest virtual machines using raw images

total for raw format = images + hostspace + swap

For gcow images, you must also calculate the expected maximum storage requirements of
the guest (total for qcow format), as qcow and qcow?2 images are able to grow as
required. To allow for this expansion, first multiply the expected maximum storage
requirements of the guest (expected maximum guest storage) by 1.01, and add to
this the space required by the host (host), and the necessary swap space (swap).


https://access.redhat.com/site/solutions/15244
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Equation 1.2. Calculating required space for guest virtual machines using qcow
images

total for gcow format = (expected maximum guest storage * 1.01) + host + swap

Guest virtual machine requirements are further outlined in Chapter 7, Overcommitting with KVIM.

1.2. KVM HYPERVISOR REQUIREMENTS

The KVM hypervisor requires:

e an Intel processor with the Intel VT-x and Intel 64 virtualization extensions for x86-based
systems; or

e an AMD processor with the AMD-V and the AMDG64 virtualization extensions.

Virtualization extensions (Intel VT-x or AMD-V) are required for full virtualization. Enter the following
commands to determine whether your system has the hardware virtualization extensions, and that they
are enabled.

Procedure 1.1. Verifying virtualization extensions

1. Verify the CPU virtualization extensions are available
enter the following command to verify the CPU virtualization extensions are available:

I $ grep -E 'svm|vmx' /proc/cpuinfo

2. Analyze the output

o The following example output contains a vmx entry, indicating an Intel processor with the
Intel VT-x extension:

flags : fpu tsc msr pae mce cx8 vmx apic mtrr mca cmov pat
pse36 clflush
dts acpi mmx fxsr sse sse2 ss ht tm syscall 1lm constant_tsc pni

monitor ds_cpl
vmx est tm2 cx16 xtpr lahf_1lm

o The following example output contains an svm entry, indicating an AMD processor with the
AMD-V extensions:

flags :  fpu tsc msr pae mce cx8 apic mtrr mca cmov pat pse36

clflush
mmx fxsr sse sse2 ht syscall nx mmxext svm fxsr_opt 1lm 3dnowext

3dnow pni cx16
lahf_1m cmp_legacy svm cr8legacy ts fid vid ttp tm stc

Ifthe grep -E 'svm|vmx' /proc/cpuinfocommand returns any output, the processor
contains the hardware virtualization extensions. In some circumstances, manufacturers disable
the virtualization extensions in the BIOS. If the extensions do not appear, or full virtualization
does not work, see Procedure A.3, “Enabling virtualization extensions in BIOS” for instructions
on enabling the extensions in your BIOS configuration utility.

3. Ensure the KVM kernel modules are loaded

10
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As an additional check, verify that the kvm modules are loaded in the kernel with the following
command:

I # 1lsmod | grep kvm

If the output includes kvm_intel or kvm_amd, the kvm hardware virtualization modules are
loaded.

NOTE

The virsh utility (provided by the libvirt-client package) can output a full list of your
system's virtualization capabilities with the following command:

I # virsh capabilities

1.3. KVM GUEST VIRTUAL MACHINE COMPATIBILITY

Red Hat Enterprise Linux 7 servers have certain support limits.

The following URLs explain the processor and memory amount limitations for Red Hat Enterprise Linux:
e For host systems: hitps://access.redhat.com/articles/rhel-limits
e For the KVM hypervisor: https://access.redhat.com/articles/rhel-kvm-limits

The following URL lists guest operating systems certified to run on a Red Hat Enterprise Linux KVM host:

e https://access.redhat.com/articles/973133

NOTE

For additional information on the KVM hypervisor's restrictions and support limits, see
Appendix C, Virtualization Restrictions.

e

1.4. SUPPORTED GUEST CPU MODELS

Every hypervisor has its own policy for which CPU features the guest will see by default. The set of CPU
features presented to the guest by the hypervisor depends on the CPU model chosen in the guest virtual
machine configuration.

1.4.1. Listing the Guest CPU Models

To view a full list of the CPU models supported for an architecture type, run the virsh cpu-models
architecture command. For example:

$ virsh cpu-models x86_64
486

pentium

pentium?2

pentium3

pentiumpro

coreduo

11
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n270
core2duo
gemu32
kvin32
cpu64-rhels
cpu64-rhel6
kvm64
gemu64
Conroe
Penryn
Nehalem
Westmere
SandyBridge
Haswell
athlon
phenom
Opteron_G1
Opteron_G2
Opteron_G3
Opteron_G4
Opteron_G5

$ virsh cpu-models ppc64
POWER7

POWER7_v2.1

POWER7_v2.3

POWER7+_v2.1

POWER8_v1.0

The full list of supported CPU models and features is contained in the cpu_map . xm1l file, located in
/usr/share/libvirt/:

I # cat /usr/share/libvirt/cpu_map.xml

A guest's CPU model and features can be changed in the <cpu> section of the domain XML file. See
Section 24.12, “CPU Models and Topology” for more information.

The host model can be configured to use a specified feature set as needed. For more information, see
Section 24.12.1, “Changing the Feature Set for a Specified CPU”.

12
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CHAPTER 2. INSTALLING THE VIRTUALIZATION PACKAGES

To use virtualization, Red Hat virtualization packages must be installed on your computer. Virtualization
packages can be installed when installing Red Hat Enterprise Linux or after installation using the yum
command and Subscription Manager.

The KVM hypervisor uses the default Red Hat Enterprise Linux kernel with the kvm kernel module.

2.1. INSTALLING VIRTUALIZATION PACKAGES DURING A RED HAT
ENTERPRISE LINUX INSTALLATION

This section provides information about installing virtualization packages while installing Red Hat
Enterprise Linux.

NOTE

For detailed information about installing Red Hat Enterprise Linux, see the Red Hat
Enterprise Linux 7 Installation Guide.

IMPORTANT

The Anaconda interface only offers the option to install Red Hat virtualization packages
during the installation of Red Hat Enterprise Linux Server.

When installing a Red Hat Enterprise Linux Workstation, the Red Hat virtualization
packages can only be installed after the workstation installation is complete. See
Section 2.2, “Installing Virtualization Packages on an Existing Red Hat Enterprise Linux
System”

Procedure 2.1. Installing virtualization packages

1. Select software
Follow the installation procedure until the Installation Summary screen.
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.3 INSTALLATION

Eus Help!

- redhat

LOCALIZATION
DATE & TIME KEYBOARD
Americas/New York timezone English (US)

LANGUAGE SUPPORT
English (United States)

O

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM
0 INSTALLATION DESTINATION KDUMP
‘. Automatic partitioning selected Kdump is enabled
+ NETWORK & HOST NAME SECURITY POLICY
e Not connected No profile selected

Quit

Ly Please complete items marked with this icon before continuing to the next step.

Figure 2.1. The Installation Summary screen

In the Installation Summary screen, click Software Selection. The Software
Selection screen opens.

2. Select the server type and package groups
You can install Red Hat Enterprise Linux 7 with only the basic virtualization packages or with
packages that allow management of guests through a graphical user interface. Do one of the
following:

o Install a minimal virtualization host

Select the Virtualization Host radio button in the Base Environment pane and the
Virtualization Platform check box in the Add-Ons for Selected Environment
pane. This installs a basic virtualization environment which can be run with virsh or
remotely over the network.
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SOFTWARE SELECTION RED HAT ENTERPRISE LINUX 7.3 INSTALLATION
Base Environment Add-Ons for Selected Environment
Minimal Install Debugging Tools
Basic functionality Tools for debugging misbehaving applications and diagnosing performance
Infrastructure Server problems.
Server for operating network infrastructure services Network File System Client
File and Print Server Enables the system to attach to network storage
File, print, and storage server for enterprises. Remote Management for Linux
Basic Web Server Remote management interface for Red Hat Enterprise Linux, including

for serving static and dynamic internet content. OpenLMI and SNMP.
Virtualization Host | » Virtualization Platform

Provides an interface for accessing and controlling virtualized quests and

containers

Server with GUI

Server for operating network infrastructure services, with a GUI. Compatibility Libraries

Compatibility libraries for applications built on previous versions of Red
Hat Enterprise Linux.

Development Tools

A basic development environment.

Security Tools

Security tools for integrity and trust verification

Smart Card Support

Support for using smart card authentication.

Figure 2.2. Virtualization Host selected in the Software Selection screen
Install a virtualization host with a graphical user interface

Select the Server with GUI radio button in the Base Environment pane and the
Virtualization Client, Virtualization Hypervisor, andVirtualization
Tools check boxes in the Add-0Ons for Selected Environment pane. This installs a
virtualization environment along with graphical tools for installing and managing guest virtual
machines.
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SOFTWARE SELECTION RED HAT ENTERPRISE LINUX 7.3 INSTALLATION

Base Environment Add-Ons for Selected Environment

) Minimal Install The MariaDB SQL database server, and associated packages.

Basic functionalit
asic functionatity Network File System Clie nt

- Infrastructure Server Enables the system to attach to network storage.

Server for operating network infrastructure services
P 9 Performance Tools
() File and Print Server
File, print, and storage server for enterprises.
! Basic Web Server
Server for serving static and dynamic internet content.

Tools for diagnosing system and application-level performance
problems

Postgre SQL Database Server

The PostgreSQL SQL database server, and associated packages
_ Virtualization Host Print Server

Minimal virtualization host Allows the system to act as a print server,

g =200 i L Remote Management for Linux
Server for operating network infrastructure services, with a GUI. Remote management interface for Red Hat Enterprise Linux, including

OpenLMI and SNMP
v Virtualization Client

Clients for installing and managing virtualization instances.
~ Virtualization Hypervisor

Smallest possible virtualization host installation

& virtualization Tools
Tools for offline virtual image management.

Compatibility Libraries

Compatibility libraries for applications built on previous versions of Red
Hat Enterprise Linux.

Development Tools

A basic development environment.

Security Tools

Security tools for integrity and trust verification.

Smart Card Support

Support for using smart card authentication.

Figure 2.3. Server with GUI selected in the software selection screen

3. Finalize installation
Click Done and continue with the installation.

IMPORTANT

You need a valid Red Hat Enterprise Linux subscription to receive updates for the
virtualization packages.

2.1.1. Installing KVM Packages with Kickstart Files

To use a Kickstart file to install Red Hat Enterprise Linux with the virtualization packages, append the
following package groups in the %packages section of your Kickstart file:

@virtualization-hypervisor
@virtualization-client
@virtualization-platform
@virtualization-tools

For more information about installing with Kickstart files, see the Red Hat Enterprise Linux 7 Installation
Guide.

2.2. INSTALLING VIRTUALIZATION PACKAGES ON AN EXISTING RED
HAT ENTERPRISE LINUX SYSTEM

This section describes the steps for installing the KVM hypervisor on an existing Red Hat Enterprise
Linux 7 system.
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To install the packages, your machine must be registered and subscribed to the Red Hat Customer
Portal. To register using Red Hat Subscription Manager, run the subscription-manager register
command and follow the prompts. Alternatively, run the Red Hat Subscription Manager application from
Applications — System Tools on the desktop to register.

If you do not have a valid Red Hat subscription, visit the Red Hat online store to obtain one. For more

information on registering and subscribing a system to the Red Hat Customer Portal, see
https://access.redhat.com/solutions/253273.

2.2.1. Installing Virtualization Packages Manually

To use virtualization on Red Hat Enterprise Linux, at minimum, you need to install the following
packages:

e gemu-kvm: This package provides the user-level KVM emulator and facilitates communication
between hosts and guest virtual machines.

e gemu-img: This package provides disk management for guest virtual machines.

NOTE

2

The gemu-img package is installed as a dependency of the gemu-kvm package.

e libvirt: This package provides the server and host-side libraries for interacting with hypervisors
and host systems, and the 1ibvirtd daemon that handles the library calls, manages virtual
machines, and controls the hypervisor.

To install these packages, enter the following command:
I # yum install gemu-kvm libvirt

Several additional virtualization management packages are also available and are recommended when
using virtualization:

e virt-install: This package provides the virt-install command for creating virtual machines
from the command line.

e libvirt-python: This package contains a module that permits applications written in the Python
programming language to use the interface supplied by the libvirt API.

e virt-manager: This package provides the virt-manager tool, also known as Virtual Machine
Manager. This is a graphical tool for administering virtual machines. It uses the libvirt-client
library as the management API.

e libvirt-client: This package provides the client-side APIs and libraries for accessing libvirt servers.
The libvirt-client package includes the virsh command-line tool to manage and control virtual
machines and hypervisors from the command line or a special virtualization shell.

You can install all of these recommended virtualization packages with the following command:

# yum install virt-install libvirt-python virt-manager virt-install
libvirt-client

2.2.2. Installing Virtualization Package Groups
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The virtualization packages can also be installed from package groups. The following table describes the
virtualization package groups and what they provide.

Table 2.1. Virtualization Package Groups

Package Group Description Mandatory Packages Optional Packages
Virtualization Smallest possible libvirt, gemu-kvm, gemu-  gemu-kvm-tools
Hypervisor virtualization host img
installation
Virtualization Clients for installing and gnome-boxes, virt-install,  virt-top, libguestfs-tools,
Client managing virtualization virt-manager, virt-viewer,  libguestfs-tools-c
instances gemu-img
Virtualization Provides an interface for libvirt, libvirt-client, virt- fence-virtd-libvirt, fence-
Platform accessing and who, gemu-img virtd-multicast, fence-
controlling virtual virtd-serial, libvirt-cim,
machines and libvirt-java, libvirt-snmp,
containers perl-Sys-Virt
Virtualization Tools for offline virtual libguestfs, gemu-img libguestfs-java,
Tools image management libguestfs-tools,

libguestfs-tools-c

To install a package group, run the yum groupinstall package_group command. Use the - -
optional option to install the optional packages in the package group. For example, to install the

Virtualization Tools package group with all of its optional packages, run:

I # yum groupinstall "Virtualization Tools" --optional
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After you have installed the virtualization packages on your Red Hat Enterprise Linux 7 host system, you
can create virtual machines and install guest operating systems using the virt-manager interface.
Alternatively, you can use the virt-install command-line utility by a list of parameters or with a
script. Both methods are covered by this chapter.

3.1. GUEST VIRTUAL MACHINE DEPLOYMENT CONSIDERATIONS

Various factors should be considered before creating any guest virtual machines. The role of a virtual
machine should be evaluated before deployment, but regular monitoring and assessment based on
variable factors (load, amount of clients) should also be performed. The factors include:

Performance

Guest virtual machines should be deployed and configured based on their intended tasks. Some
guest systems (for instance, guests running a database server) may require special performance
considerations. Guests may require more assigned CPUs or memory based on their role and
projected system load.

Input/Output requirements and types of Input/Output

Some guest virtual machines may have a particularly high 1/0O requirement or may require further
considerations or projections based on the type of I/O (for instance, typical disk block size access, or
the amount of clients).

Storage

Some guest virtual machines may require higher priority access to storage or faster disk types, or
may require exclusive access to areas of storage. The amount of storage used by guests should also
be regularly monitored and taken into account when deploying and maintaining storage. Make sure to
read all the considerations outlined in Red Hat Enterprise Linux 7 Virtualization Security Guide. It is
also important to understand that your physical storage may limit your options in your virtual storage.

Networking and network infrastructure

Depending upon your environment, some guest virtual machines could require faster network links
than other guests. Bandwidth or latency are often factors when deploying and maintaining guests,
especially as requirements or load changes.

Request requirements

SCSI requests can only be issued to guest virtual machines on virtio drives if the virtio drives are
backed by whole disks, and the disk device parameter is set to 1un in the domain XML file, as shown
in the following example:

<devices>
<emulator>/usr/libexec/gemu-kvm</emulator>
<disk type='block' device='lun'>

3.2. CREATING GUESTS WITH VIRT-INSTALL

You can use the virt-install command to create virtual machines and install operating system on
those virtual machines from the command line. virt-install can be used either interactively or as
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part of a script to automate the creation of virtual machines. If you are using an interactive graphical
installation, you must have virt-viewer installed before you run virt-install. In addition, you can
start an unattended installation of virtual machine operating systems using virt-install with kickstart
files.

NOTE

You might need root privileges in order for some virt-install commands to complete
successfully.

2

The virt-install utility uses a number of command-line options. However, mostvirt-install
options are not required.

The main required options for virtual guest machine installations are:

- -hame

The name of the virtual machine.

- -memory

The amount of memory (RAM) to allocate to the guest, in MiB.

Guest storage
Use one of the following guest storage options:

e --disk

The storage configuration details for the virtual machine. If you use the - -disk none
option, the virtual machine is created with no disk space.

o --filesystem

The path to the file system for the virtual machine guest.

Installation method
Use one of the following installation methods:

e --location
The location of the installation media.

e --cdrom
The file or device used as a virtual CD-ROM device. It can be path to an ISO image, orto a
CDROM device. It can also be a URL from which to fetch or access a minimal boot 1ISO
image.

e --pxe

Uses the PXE boot protocol to load the initial ramdisk and kernel for starting the guest
installation process.

e --import
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Skips the OS installation process and builds a guest around an existing disk image. The
device used for booting is the first device specified by the disk or filesystem option.

e --boot

The post-install VM boot configuration. This option allows specifying a boot device order,
permanently booting off kernel and initrd with optional kernel arguments and enabling a BIOS
boot menu.

To see a complete list of options, enter the following command:

I # virt-install --help

To see a complete list of attributes for an option, enter the following command:
I # virt install --option=?

The virt-install man page also documents each command option, important variables, and
examples.

Prior to running virt-install, you may also need to use gemu-1img to configure storage options. For
instructions on using gemu -img, refer to Chapter 15, Using gemu-img.

3.2.1. Installing a virtual machine from an ISO image

The following example installs a virtual machine from an ISO image:

# virt-install \
--name guestl-rhel7 \
--memory 2048 \
--vcpus 2 \
--disk size=8 \
--cdrom /path/to/rhel7.iso \
--0s-variant rhel?7

The --cdrom /path/to/rhel7.iso option specifies that the virtual machine will be installed from the
CD or DVD image at the specified location.

3.2.2. Importing a virtual machine image

The following example imports a virtual machine from a virtual disk image:

# virt-install \
--name guestl-rhel7 \
--memory 2048 \
--vcpus 2 \
--disk /path/to/imported/disk.qgcow \
--import \
--0s-variant rhel?7

The - -import option specifies that the virtual machine will be imported from the virtual disk image
specified by the - -disk /path/to/imported/disk.qcow option.
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3.2.3. Installing a virtual machine from the network

The following example installs a virtual machine from a network location:

# virt-install \
--name guestl-rhel7 \
--memory 2048 \
--vcpus 2 \
--disk size=8 \
--location http://example.com/path/to/os \
--0s-variant rhel?7

The --location http://example.com/path/to/os option specifies that the installation tree is at
the specified network location.

3.2.4. Installing a virtual machine using PXE

When installing a virtual machine using the PXE boot protocol, both the - -network option specifying a
bridged network and the - -pxe option must be specified.

The following example installs a virtual machine using PXE:

# virt-install \
--name guestl-rhel7 \
--memory 2048 \
--vcpus 2 \
--disk size=8 \
--network=bridge:bro \
--pxe \
--0s-variant rhel?7

3.2.5. Installing a virtual machine with Kickstart

The following example installs a virtual machine using a kickstart file:

# virt-install \
--name guestl-rhel7 \
--memory 2048 \
--vcpus 2 \
--disk size=8 \
--location http://example.com/path/to/os \
--os-variant rhel7 \
--initrd-inject /path/to/ks.cfg \
--extra-args="ks=file:/ks.cfg console=tty0® console=ttyS0,115200n8"

The initrd-inject and the extra-args options specify that the virtual machine will be installed
using a Kickstarter file.

3.2.6. Configuring the guest virtual machine network during guest creation

When creating a guest virtual machine, you can specify and configure the network for the virtual
machine. This section provides the options for each of the guest virtual machine main network types.
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Default network with NAT
The default network uses 1ibvirtd's network address translation (NAT) virtual network switch. For
more information about NAT, see Section 6.1, “Network Address Translation (NAT) with libvirt”.

Before creating a guest virtual machine with the default network with NAT, ensure that the libvirt-
daemon-config-network package is installed.

To configure a NAT network for the guest virtual machine, use the following option for virt-install:

I --network default

NOTE

If no network option is specified, the guest virtual machine is configured with a default
network with NAT.

Bridged network with DHCP

When configured for bridged networking, the guest uses an external DHCP server. This option should be
used if the host has a static networking configuration and the guest requires full inbound and outbound
connectivity with the local area network (LAN). It should be used if live migration will be performed with
the guest virtual machine. To configure a bridged network with DHCP for the guest virtual machine, use
the following option:

I --network bro

NOTE

The bridge must be created separately, prior to running virt-install. For details on
creating a network bridge, see Section 6.4.1, “Configuring Bridged Networking on a Red
Hat Enterprise Linux 7 Host”.

Bridged network with a static IP address
Bridged networking can also be used to configure the guest to use a static IP address. To configure a
bridged network with a static IP address for the guest virtual machine, use the following options:

--network bro \

--extra-args
"ip=192.168.1.2::192.168.1.1:255.255.255.0:test.example.com:eth@:none"

For more information on network booting options, see the Red Hat Enterprise Linux 7 Virtualization
Guide.

No network
To configure a guest virtual machine with no network interface, use the following option:

I --network=none

3.3. CREATING GUESTS WITH VIRT-MANAGER

The Virtual Machine Manager, also known as virt-manager, is a graphical tool for creating and
managing guest virtual machines.
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This section covers how to install a Red Hat Enterprise Linux 7 guest virtual machine on a Red Hat
Enterprise Linux 7 host using virt-manager.

These procedures assume that the KVM hypervisor and all other required packages are installed and the

host is configured for virtualization. For more information on installing the virtualization packages, refer to
Chapter 2, Installing the Virtualization Packages.

3.3.1. virt-manager installation overview

The New VM wizard breaks down the virtual machine creation process into five steps:
1. Choosing the hypervisor and installation type

2. Locating and configuring the installation media

w

. Configuring memory and CPU options

i

. Configuring the virtual machine's storage

o

. Configuring virtual machine name, networking, architecture, and other hardware settings

Ensure that virt-manager can access the installation media (whether locally or over the network)
before you continue.

3.3.2. Creating a Red Hat Enterprise Linux 7 Guest with virt-manager

This procedure covers creating a Red Hat Enterprise Linux 7 guest virtual machine with a locally stored
installation DVD or DVD image. Red Hat Enterprise Linux 7 DVD images are available from the Red Hat
Customer Portal.

Procedure 3.1. Creating a Red Hat Enterprise Linux 7 guest virtual machine with virt-manager
using local installation media

1. Optional: Preparation
Prepare the storage environment for the virtual machine. For more information on preparing
storage, refer to Chapter 13, Storage Pools.

IMPORTANT

Various storage types may be used for storing guest virtual machines. However,
for a virtual machine to be able to use migration features, the virtual machine
must be created on networked storage.

Red Hat Enterprise Linux 7 requires at least 1 GB of storage space. However, Red Hat
recommends at least 5 GB of storage space for a Red Hat Enterprise Linux 7 installation and for
the procedures in this guide.

2. Open virt-manager and start the wizard
Open virt-manager by executing the virt-manager command as root or opening
Applications - System Tools — Virtual Machine Manager. Alternatively, run the
virt-manager command as root.
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Virtual Machine Manager X
File Edit View Help
E__-J ElOpen ud |E| 7
Name ¥ CPU usage Host CPU usage
* QEMUSKNVM
rhel511

— Shutoff

- rhel7_3server_ VM
- Shutoff

rhel7 _3workstation_ VM Uﬂw
—— Running —

Figure 3.1. The Virtual Machine Manager window

Optionally, open a remote hypervisor by selecting the hypervisor and clicking the Connect
button.

Click to start the new virtualized guest wizard.
The New VM window opens.

. Specify installation type
Select the installation type:

Local install media (ISO image or CDROM)
This method uses a CD-ROM, DVD, or image of an installation disk (for example, .iso).

Network Install (HTTP, FTP, or NFS)

This method involves the use of a mirrored Red Hat Enterprise Linux or Fedora installation
tree to install a guest. The installation tree must be accessible through either HTTP, FTP, or
NFS.

If you select Network Install, provide the installation URL and also Kernel options, if
required.

Network Boot (PXE)

This method uses a Preboot eXecution Environment (PXE) server to install the guest virtual
machine. Setting up a PXE server is covered in the Red Hat Enterprise Linux 7 Installation
Guide. To install via network boot, the guest must have a routable IP address or shared
network device.

If you select Network Boot, continue to STEP 5. After all steps are completed, a DHCP

request is sent and if a valid PXE server is found the guest virtual machine's installation
processes will start.
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Import existing disk image

This method allows you to create a new guest virtual machine and import a disk image
(containing a pre-installed, bootable operating system) to it.

Mew WM

m Create a new virtual machine

Connection: QEMLUJKVM

Choose how you would like to install the operating system
(®) Local install media (ISO image or CDROM)

| Network Install (HTTP, FTP, or NFS)

| Network Boot (PXE)

| Import existing disk image

Cancel | ‘ Back ‘ | Forward

Figure 3.2. Virtual machine installation method
Click Forward to continue.

4. Select the installation source

a. Ifyou selected Local install media (ISO image or CDROM), specify your intended
local installation media.
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Mew VM

m Create a new virtual machine

Locate your install media

' se COROM or DVD

| Mo device present ™

(e Use |SO image:

| b || Browse...

v Automatically detect operating system based on install media

05 type: -

Version: -

Cancel | | Back | | Forward

Figure 3.3. Local ISO image installation

m If you wish to install from a CD-ROM or DVD, select the Use CDROM or DVD radio
button, and select the appropriate disk drive from the drop-down list of drives available.

m If you wish to install from an ISO image, select Use IS0 image, and then click the
Browse. . . button to open the Locate media volume window.

Select the installation image you wish to use, and click Choose Volume.

If no images are displayed in the Locate media volume window, click the Browse
Local button to browse the host machine for the installation image or DVD drive
containing the installation disk. Select the installation image or DVD drive containing the
installation disk and click Open; the volume is selected for use and you are returned to
the Create a new virtual machine wizard.
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IMPORTANT

For ISO image files and guest storage images, the recommended
location to use is /var/1ib/1ibvirt/images/. Any other location
may require additional configuration by SELinux. Refer to the Red Hat
Enterprise Linux Virtualization Security Guide or the Red Hat Enterprise
Linux SELinux User's and Administrator's Guide for more details on
configuring SELinux.

b. If you selected Network Install, input the URL of the installation source and also the
required Kernel options, if any. The URL must point to the root directory of an installation
tree, which must be accessible through either HTTP, FTP, or NFS.

To perform a kickstart installation, specify the URL of a kickstart file in Kernel options,
starting with ks=

New VM

m Create a new virtual machine

Frovide the operating system install URL

URL: | http:/f12.34.56.789/home/username/RHEL/7.3/x¢ | ~ |

* URL Options

Kernel options: | ks=http:/f12.34.56.789/homefusername/ks. |

| Automatically detect operating system based on install media

05 type: | Generic = |

Version: | Generic -

| Cancel || Back || Forward |

Figure 3.4. Network kickstart installation
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NOTE

For a complete list of kernel options, see the Red Hat Enterprise Linux 7
Installation Guide.

Next, configure the OS type and Version of the installation. Ensure that you select the
appropriate operating system type for your virtual machine. This can be specified manually or by
selecting the Automatically detect operating system based on install media
check box.

Click Forward to continue.

. Configure memory (RAM) and virtual CPUs

Specify the number of CPUs and amount of memory (RAM) to allocate to the virtual machine.
The wizard shows the number of CPUs and amount of memory you can allocate; these values
affect the host's and guest's performance.

Virtual machines require sufficient physical memory (RAM) to run efficiently and effectively. Red
Hat supports a minimum of 512MB of RAM for a virtual machine. Red Hat recommends at least
1024MB of RAM for each logical core.

Assign sufficient virtual CPUs for the virtual machine. If the virtual machine runs a multi-threaded
application, assign the number of virtual CPUs the guest virtual machine will require to run
efficiently.

You cannot assign more virtual CPUs than there are physical processors (or hyper-threads)
available on the host system. The number of virtual CPUs available is noted in the Up to X
available field.
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Mew WM

m Create a new virtual machine

Choose Memory and CPU settings

Memory (RAM): 1024 —  + | MB

Llp to 11547 MIiB available on the host

CPUs: 1 +

Llp to 4 available

| Cancel | ‘ Back ‘ | Forward |

Figure 3.5. Configuring Memory and CPU

After you have configured the memory and CPU settings, click Forward to continue.

NOTE

Memory and virtual CPUs can be overcommitted. For more information on
overcommitting, refer to Chapter 7, Overcommitting with KVM.

6. Configure storage
Enable and assign sufficient space for your virtual machine and any applications it requires.
Assign at least 5 GB for a desktop installation or at least 1 GB for a minimal installation.
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Mew WM

m Create a new virtual machine

'+ Enable storage for this virtual machine

* Create a disk image on the computer's hard drive

200 — + | GB

75.2 GB available in the default location

|:I Allocate entire disk now 4

| Select managed or other existing storage

Browse... ‘ ‘

Cancel | ‘ Back ‘ | Forward |

Figure 3.6. Configuring virtual storage

NOTE

Live and offline migrations require virtual machines to be installed on shared
network storage. For information on setting up shared storage for virtual
machines, refer to Section 16.4, “Shared Storage Example: NFS for a Simple
Migration”.

a. With the default local storage
Selectthe Create a disk image on the computer's hard drive radio button to
create a file-based image in the default storage pool, the /var/1ib/1libvirt/images/
directory. Enter the size of the disk image to be created. If the Allocate entire disk
now check box is selected, a disk image of the size specified will be created immediately. If
not, the disk image will grow as it becomes filled.
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NOTE

m Ext4 =~ 16 TB (using 4 KB block size)

m XFS = ~8 Exabytes

Although the storage pool is a virtual container it is limited by two factors:
maximum size allowed to it by gemu-kvm and the size of the disk on the host
physical machine. Storage pools may not exceed the size of the disk on the
host physical machine. The maximum sizes are as follows:

m virtio-blk = 2"63 bytes or 8 Exabytes(using raw files or disk)

m gcow?2 and host file systems keep their own metadata and scalability
should be evaluated/tuned when trying very large image sizes. Using raw
disks means fewer layers that could affect scalability or max size.

Click Forward to create a disk image on the local hard drive. Alternatively, select Select
managed or other existing storage, then select Browse to configure managed

storage.

b. With a storage pool

If you select Select managed or other existing storage to use a storage pool,
click Browse to open the Locate or create storage volume window.

Filesystem Directory

Choose Storage Volume

default Size: 75.16 GiB Free / 23.14 GB In Use

Location: [home/yzimmerm/VirtualMachines

E2EIC)

23% D.cwnLoadET Volumes
Filesystem Directory
23% RHEL7_2 Volumes

Filesy=stam Diractory

23y VirtualMachines

’ . RHEL7_2
Filesystam Directory

rhel7.2.qcow?2

¥  Size Format

0.00 MiB

Q.00 MiB dir
9,00 GIB qeow?2

+| |

®

Browse Local

‘ Cancel ‘ Choose Volume

Figure 3.7. The Choose Storage Volume window

i. Select a storage pool from the Storage Pools list.

ii. Optional: CIick| + ‘to create a new storage volume. The Add a Storage Volume
screen will appear. Enter the name of the new storage volume.
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Choose a format option from the Format drop-down menu. Format options include raw,
gcow2, and ged. Adjust other fields as needed. Note that the gcow2 version used here
is version 3. To change the qcow version refer to Section 24.20.2, “Setting Target
Elements”

Add a Storage Volume

Create storage volume

Create a storage unit to be used directly by a virtual machine.

Mame: ‘ | .qcow?2

Format: ‘ qcc:uw..? - ‘

P Backing store

Storage Volume Guota
default's available space: 75.16 GiB

Max Capacity: | 8.0 - | + |GiE

‘ Cancel ‘ | Finish

Figure 3.8. The Add a Storage Volume window

Select the new volume and click Choose volume. Next, click Finish to return to the New VM
wizard. Click Forward to continue.

. Name and final configuration

Name the virtual machine. Virtual machine names can contain letters, numbers and the following
characters: underscores (_), periods (. ), and hyphens (-). Virtual machine names must be
unique for migration and cannot consist only of numbers.

By default, the virtual machine will be created with network address translation (NAT) for a
network called 'default’ . To change the network selection, click Network selection and
select a host device and source mode.

Verify the settings of the virtual machine and click Finish when you are satisfied; this will create
the virtual machine with specified networking settings, virtualization type, and architecture.
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Mew WM

m Create a new virtual machine

Ready to begin the installation

Mame:

generic-2

05: Generic
Install: Local COROM/ISO
Memory: 1024 MIB
CPUs: 1
Storage: 9.0 GIB /home/yzimmerm/VirtualMachines/rhel...

|| Customize configuration before install

P Metwork selection

Cancel | ‘ Back ‘ | Finish

Figure 3.9. Verifying the configuration

Or, to further configure the virtual machine's hardware, check the Customize configuration
before install check box to change the guest's storage or network devices, to use the
paravirtualized (virtio) drivers or to add additional devices. This opens another wizard that will
allow you to add, remove, and configure the virtual machine's hardware settings.

NOTE

Red Hat Enterprise Linux 4 or Red Hat Enterprise Linux 5 guest virtual machines
cannot be installed using graphical mode. As such, you must select "Cirrus”
instead of "QXL" as a video card.

-

After configuring the virtual machine's hardware, click Apply. virt-manager will then create
the virtual machine with your specified hardware settings.
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'g WARNING
When installing a Red Hat Enterprise Linux 7 guest virtual machine from a

remote medium but without a configured TCP/IP connection, the installation
fails. However, when installing a guest virtual machine of Red Hat
Enterprise Linux 5 or 6 in such circumstances, the installer opens a
"Configure TCP/IP" interface.

For further information about this difference, see the related knowledgebase
article.

Click Finish to continue into the Red Hat Enterprise Linux installation sequence. For more
information on installing Red Hat Enterprise Linux 7, refer to the Red Hat Enterprise Linux 7
Installation Guide.

A Red Hat Enterprise Linux 7 guest virtual machine is now created from an ISO installation disk image.

3.4. COMPARISON OF VIRT-INSTALL AND VIRT-MANAGER
INSTALLATION OPTIONS

This table provides a quick reference to compare equivalent virt-install and virt-manager
installation options for when installing a virtual machine.

Most virt-install options are not required. The minimum requirements are - -name, - -memory,
guest storage (- -disk, --filesystemor - -disk none), and an install method (--location, - -
cdrom, - -pxe, - -import, or boot). These options are further specified with arguments; to see a
complete list of command options and related arguments, enter the following command:

I # virt-install --help

In virt-manager, at minimum, a name, installation method, memory (RAM), vCPUs, storage are
required.

Table 3.1. virt-install and virt-manager configuration comparison for guest installations

Configuration on virtual virt-install option virt-manager installation wizard
machine label and step number

Virtual machine name --name, -n Name (step 5)

RAM to allocate (MiB) --ram, -r Memory (RAM) (step 3)

Storage - specify storage media --disk Enable storage for this virtual

machine — Create a disk image

on the computer's hard drive, or

Select managed or other existing
storage (step 4)
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Configuration on virtual
machine

virt-install option

virt-manager installation wizard
label and step number
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Storage - export a host directory
to the guest

Storage - configure no local disk
storage on the guest

Installation media location (local
install)

Installation via distribution tree
(network install)

Install guest with PXE

Number of vCPUs

Host network

Operating system variant/version

Graphical display method

--filesystem

--nodisks

--file

--location

--pxe

--vCpus

--network

--os-variant

--graphics, --nographics

Enable storage for this virtual
machine — Select managed or
other existing storage (step 4)

Deselect the Enable storage for
this virtual machine check box
(step 4)

Local install media — Locate your
install media (steps 1-2)

Network install — URL (steps 1-2)

Network boot (step 1)

CPUs (step 3)

Advanced options drop-down
menu (step 5)

Version (step 2)

* virt-manager provides GU!
installation only
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CHAPTER 4. CLONING VIRTUAL MACHINES

There are two types of guest virtual machine instances used in creating guest copies:

e Clones are instances of a single virtual machine. Clones can be used to set up a network of
identical virtual machines, and they can also be distributed to other destinations.

e Templates are instances of a virtual machine that are designed to be used as a source for
cloning. You can create multiple clones from a template and make minor modifications to each
clone. This is useful in seeing the effects of these changes on the system.

Both clones and templates are virtual machine instances. The difference between them is in how they
are used.

For the created clone to work properly, information and configurations unique to the virtual machine that
is being cloned usually has to be removed before cloning. The information that needs to be removed
differs, based on how the clones will be used.
The information and configurations to be removed may be on any of the following levels:
e Platform level information and configurations include anything assigned to the virtual machine by
the virtualization solution. Examples include the number of Network Interface Cards (NICs) and
their MAC addresses.

e Guest operating system level information and configurations include anything configured within
the virtual machine. Examples include SSH keys.

e Application level information and configurations include anything configured by an application
installed on the virtual machine. Examples include activation codes and registration information.

NOTE

This chapter does not include information about removing the application level,
because the information and approach is specific to each application.

As a result, some of the information and configurations must be removed from within the virtual machine,
while other information and configurations must be removed from the virtual machine using the
virtualization environment (for example, Virtual Machine Manager or VMware).

NOTE

For information on cloning storage volumes, see Section 14.3, “Cloning Volumes”.

4.1. PREPARING VIRTUAL MACHINES FOR CLONING

Before cloning a virtual machine, it must be prepared by running the virt-sysprep utility on its disk image,
or by using the following steps:

Procedure 4.1. Preparing a virtual machine for cloning
1. Setup the virtual machine

a. Build the virtual machine that is to be used for the clone or template.
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m Install any software needed on the clone.
m Configure any non-unique settings for the operating system.
m Configure any non-unique application settings.

2. Remove the network configuration

a. Remove any persistent udev rules using the following command:

I # rm -f /etc/udev/rules.d/70-persistent-net.rules

NOTE

If udev rules are not removed, the name of the first NIC may be eth1 instead
of ethO.

b. Remove unique network details from ifcfg scripts by making the following edits to
/etc/sysconfig/network-scripts/ifcfg-eth[x]:

i. Remove the HWADDR and Static lines

NOTE

If the HWADDR does not match the new guest's MAC address, the ifcfg
will be ignored. Therefore, it is important to remove the HWADDR from
the file.

DEVICE=eth[x]
BOOTPROTO=none

ONBOOT=yes
#NETWORK=10.0.1.0 <- REMOVE

#NETMASK=255.255.255.0 <- REMOVE

#IPADDR=10.0.1.20 <- REMOVE

H#HWADDR=XX : XX :XX:XX:XX <- REMOVE

#USERCTL=no <- REMOVE

# Remove any other *unique* or non-desired settings, such as
UUID.

ii. Ensure that a DHCP configuration remains that does not include a HWADDR or any
unique information.

DEVICE=eth[x]
BOOTPROTO=dhcp
ONBOOT=yes

iii. Ensure that the file includes the following lines:

DEVICE=eth[x]
ONBOOT=yes

c. If the following files exist, ensure that they contain the same content:
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m /etc/sysconfig/networking/devices/ifcfg-eth[x]

m /etc/sysconfig/networking/profiles/default/ifcfg-eth[x]

NOTE

If NetworkManager or any special settings were used with the virtual
machine, ensure that any additional unique information is removed from the
ifcfg scripts.

3. Remove registration details

a. Remove registration details using one of the following:

m For Red Hat Network (RHN) registered guest virtual machines, run the following
command:

I # rm /etc/sysconfig/rhn/systemid

m For Red Hat Subscription Manager (RHSM) registered guest virtual machines:

m [f the original virtual machine will not be used, run the following commands:

# subscription-manager unsubscribe --all
# subscription-manager unregister
# subscription-manager clean

m [f the original virtual machine will be used, run only the following command:

I # subscription-manager clean

NOTE

The original RHSM profile remains in the portal.

4. Removing other unique details

a. Remove any sshd public/private key pairs using the following command:

I # rm -rf /etc/ssh/ssh_host_*

NOTE

Removing ssh keys prevents problems with ssh clients not trusting these
hosts.

b. Remove any other application-specific identifiers or configurations that may cause conflicts if
running on multiple machines.

5. Configure the virtual machine to run configuration wizards on the next boot
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a. Configure the virtual machine to run the relevant configuration wizards the next time it is
booted by doing one of the following:

m For Red Hat Enterprise Linux 6 and below, create an empty file on the root file system
called .unconfigured using the following command:

I # touch /.unconfigured

m For Red Hat Enterprise Linux 7, enable the first boot and initial-setup wizards by running
the following commands:

# sed -ie 's/RUN_FIRSTBOOT=NO/RUN_FIRSTBOOT=YES/'
/etc/sysconfig/firstboot

# systemctl enable firstboot-graphical

# systemctl enable initial-setup-graphical

-

NOTE
The wizards that run on the next boot depend on the configurations that have

been removed from the virtual machine. In addition, on the first boot of the
clone, it is recommended that you change the hostname.

4.2. CLONING A VIRTUAL MACHINE

Before proceeding with cloning, shut down the virtual machine. You can clone the virtual machine using
virt-clone or virt-manager.

4.2.1. Cloning Guests with virt-clone

You can use virt-clone to clone virtual machines from the command line.

Note that you need root privileges for virt-clone to complete successfully.

The virt-clone command provides a number of options that can be passed on the command line.
These include general options, storage configuration options, networking configuration options, and

miscellaneous options. Only the - -original is required. To see a complete list of options, enter the
following command:

I # virt-clone --help

The virt-clone man page also documents each command option, important variables, and examples.

The following example shows how to clone a guest virtual machine called "demo" on the default
connection, automatically generating a new name and disk clone path.

Example 4.1. Using virt-clone to clone a guest

I # virt-clone --original demo --auto-clone

The following example shows how to clone a QEMU guest virtual machine called "demo" with multiple
disks.
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Example 4.2. Using virt-clone to clone a guest

file /var/lib/libvirt/images/newdemo.img --file

# virt-clone --connect gemu:///system --original demo --name newdemo - -
/var/1lib/1libvirt/images/newdata.img

4.2.2. Cloning Guests with virt-manager

This procedure describes cloning a guest virtual machine using the virt-manager utility.

Procedure 4.2. Cloning a Virtual Machine with virt-manager

1. Open virt-manager
Start virt-manager. Launch the Virtual Machine Manager application from the Applications
menu and System Tools submenu. Alternatively, run the virt-manager command as root.

Select the guest virtual machine you want to clone from the list of guest virtual machines in
Virtual Machine Manager.

Right-click the guest virtual machine you want to clone and select Clone. The Clone Virtual
Machine window opens.
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Clone Virtual Machine

[ Clone virtual machine

Create clone based on: rhel?.2

Mame: rhel?.2-clone

Networking: AT (52:54:00:05:8b:01) ‘ Details...

Storage: El rhel7.2.qcow2

‘ Clone this disk (9.0 GiB) * ‘

lJ Download_dir.qcowZ

‘ Clone this disk (8.0 GIB) * ‘

@ - (Removable, Read Only)

‘ Share disk with rhely.2 ¥ ‘

Mothing to clone.

& Cloning creates a new, independent copy of the original disk. Sharing
uses the existing disk image far both the original and the new machine.

,& Cloning does not alter the guest 05 contents. If you need to do things
like change passwords or static |Ps, please see the virt-sysprep(l) tool.

‘ Cancel ‘ ‘ Clone ‘

Figure 4.1. Clone Virtual Machine window

2. Configure the clone

o To change the name of the clone, enter a new name for the clone.
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o To change the networking configuration, click Details.
Enter a new MAC address for the clone.

Click OK.

Change MAC address

g Type: NAT
MAC: 52:54:00:05:8b:01

Mew MALC: ‘ 52:54:00:79:89: 2¢ ‘

‘ Cancel H (8]14 ‘

Figure 4.2. Change MAC Address window
o For each disk in the cloned guest virtual machine, select one of the following options:
m Clone this disk - The disk will be cloned for the cloned guest virtual machine

m Share disk with guest virtual machine name - The disk will be shared by
the guest virtual machine that will be cloned and its clone

m Details - Opens the Change storage path window, which enables selecting a new
path for the disk

Change storage path

Existing disk

Path: ../yzimmerm/VirtualMachines/rhel7.2.qcow2

if' =) Target: wvda

Sizer 9.0 GE

IE‘T Create a new disk (clone) for the virtual machine

M ew Path:| alMachines/rhel?.2 clone. gcow? | Browse... |
| Cancel || oK ‘

Figure 4.3. Change storage path window

3. Clone the guest virtual machine
Click Clone.
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CHAPTER 5. KVM PARAVIRTUALIZED (VIRTIO) DRIVERS

Paravirtualized drivers enhance the performance of guests, decreasing guest I/O latency and increasing
throughput almost to bare-metal levels. It is recommended to use the paravirtualized drivers for fully
virtualized guests running 1/0-heavy tasks and applications.

Virtio drivers are KVM's paravirtualized device drivers, available for guest virtual machines running on
KVM hosts. These drivers are included in the virtio package. The virtio package supports block
(storage) devices and network interface controllers.

NOTE

PCI devices are limited by the virtualized system architecture. Refer to Chapter 17, Guest
Virtual Machine Device Configuration for additional limitations when using assigned
devices.

5.1. USING KVM VIRTIO DRIVERS FOR EXISTING STORAGE DEVICES

You can modify an existing hard disk device attached to the guest to use the virtio driver instead of
the virtualized IDE driver. The example shown in this section edits libvirt configuration files. Note that the
guest virtual machine does not need to be shut down to perform these steps, however the change will not
be applied until the guest is completely shut down and rebooted.

Procedure 5.1. Using KVM virtio drivers for existing devices

1. Ensure that you have installed the appropriate driver (viostor), before continuing with this
procedure.

2. Runthe virsh edit guestname command as root to edit the XML configuration file for your
device. For example, virsh edit guestl. The configuration files are located in the
/etc/1libvirt/qemu/ directory.

3. Below is a file-based block device using the virtualized IDE driver. This is a typical entry for a
virtual machine not using the virtio drivers.

<disk type='file' device='disk'>

<source file='/var/lib/libvirt/images/disk1.img'/>
<target dev='hda' bus='ide'/>
<address type='pci' domain='0Ox0000' bus='0x00' slot='0x07'
function="0x0'/>
</disk>

4. Change the entry to use the virtio device by modifying the bus= entry to virtio. Note that if the
disk was previously IDE, it has a target similar to hda, hdb, or hdc. When changing to
bus=virtio the target needs to be changed tovda, vdb, or vdc accordingly.

<disk type='file' device='disk'>

<source file='/var/lib/libvirt/images/disk1.img'/>
<target dev='vda' bus='virtio'/>
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<address type='pci' domain='0Ox0000' bus='0x00' slot='0x07'
function="0x0'/>
</disk>

5. Remove the address tag inside the disk tags. This must be done for this procedure to work.
Libvirt will regenerate the address tag appropriately the next time the virtual machine is started.

Alternatively, virt-manager, virsh attach-disk or virsh attach-interface can add a new
device using the virtio drivers.

Refer to the libvirt website for more details on using Virtio: http://www.linux-kvm.org/page/Virtio

5.2. USING KVM VIRTIO DRIVERS FOR NEW STORAGE DEVICES

This procedure covers creating new storage devices using the KVM virtio drivers with virt-manager.

Alternatively, the virsh attach-disk or virsh attach-interface commands can be used to
attach devices using the virtio drivers.

IMPORTANT

Ensure the drivers have been installed on the guest before proceeding to install new
devices. If the drivers are unavailable the device will not be recognized and will not work.

Procedure 5.2. Adding a storage device using the virtio storage driver

1. Open the guest virtual machine by double clicking the name of the guest in virt-manager.

2. Open the Show virtual hardware details tab by clicking =
3. Inthe Show virtual hardware details tab, click the Add Hardware button.

4. Select hardware type
Select Storage as the Hardware type.
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Add New Virtual Hardware x
B Controller ]
Network (®) Create a disk image for the virtual machine
® Input 200 = <+ |GiB
B Graphics 24.5 (iB available in the default location
P
B Sound () Select or create custom storage
=8 Serial
| Manaqe...
=¢| Parallel -
=& Console . . .
Device type: = || Disk device -
=2| Channel
#5 USB Host Device Bus type: IDE ~
s PCl Host Device
 Video » Advanced options
B Watchdog
1 Filesystem
& Smartcard
@ USB Redirection
o TPM
RMNG
Panic Notifier
Cancel Finish

Figure 5.1. The Add new virtual hardware wizard

5. Select the storage device and driver
Create a new disk image or select a storage pool volume.

Set the Device type to Disk device andthe Bus type to VirtIO to use the virtio drivers.
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Add New Virtual Hardware x

B Controller ]
Network (®) Create a disk image for the virtual machine
B Graphics 24.5 GiB available in the default location
B Sound () Select or create custom storage
=£| Serial
| Manaqe...
=¢| Parallel :
=&| Console . . .
Device type: = || Disk device -
=2| Channel
USB Host Device Bus type: VirtlO -
PCl Host Device
E Video » Advanced options
B Watchdog
1 Filesystem
&= Smartcard
@ USB Redirection
o TPM
RNG
Panic Notifier
Cancel Finish

Figure 5.2. The Add New Virtual Hardware wizard

Click Finish to complete the procedure.

Procedure 5.3. Adding a network device using the virtio network driver
1. Open the guest virtual machine by double clicking the name of the guest in virt-manager.
2. Openthe Show virtual hardware details tab by clicking =

3. Inthe Show virtual hardware details tab, click the Add Hardware button.

4. Select hardware type
Select Network as the Hardware type.
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= Storage
m Controller

W Input
L] Graphics
B sound
'55| Serial
= Parallel
<& Console
=2l Channel

:ﬁ% USE Host Device
@é_ﬁj FCl Host Device
B video

m Watchdog

E Filesystem

&5 Smartcard

@ UsB Redirection
& TPMm

&% RNG

:ﬁ% Panic Motifier

Add Mew Virtual Hardware

Metwork

Metwaork source:

Virtual network ‘default’ : NAT = |

MAC address: E"T ‘ 52:54:00 a3 7f.ch

Device model: ‘ Hypervisor default

- ‘

‘ Cancel ‘ ‘ Einish ‘

Figure 5.3. The Add new virtual hardware wizard

5. Select the network device and driver

Set the Device model to virtio to use the virtio drivers. Choose the required Host device.
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Add Mew Virtual Hardware

m Controller

W Input
L] Graphics
B sound
4| Serial
=4 Parallel
<& Console
=2l Channel

¢ USE Host Device

Virtual network ‘default’ : NAT = |

MAC address: E"T ‘ 52:54:00 a3 7f.ch ‘

Device model:

wirtio - ‘

¢ PCl Host Device
B video
m Watchdeog

G Filesystem

=1 Smartcard
@ UsB Redirection
3 TeMm

S5 RNG

¢ Panic Motifier

Cancel ‘ ‘ Finish

Figure 5.4. The Add new virtual hardware wizard
Click Finish to complete the procedure.

Once all new devices are added, reboot the virtual machine. Virtual machines may not recognize the
devices until the guest is rebooted.

5.3. USING KVM VIRTIO DRIVERS FOR NETWORK INTERFACE
DEVICES

When network interfaces use KVM virtio drivers, KVM does not emulate networking hardware which
removes processing overhead and can increase the guest performance. In Red Hat Enterprise Linux 7,
virtio is used as the default network interface type. However, if this is configured differently on your
system, you can use the following procedures:

e To attach a virtio network device to a guest, use the virsh attach-interface command
with the model --virtio option.
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Alternatively, in the virt-manager interface, navigate to the guest's Virtual hardware
details screen and click Add Hardware. Inthe Add New Virtual Hardware screen,
select Network, and change Device model to virtio:

Add New Virtual Hardware x

B Controller

& Input B
B Graphics MAC address: (v 52:54:00:17:d6:1a

B Sound Device model: | virtio v
=i Serial

=&| Parallel

| Console

=i Channel

e To change the type of an existing interface to virtio, use the virsh edit command to edit
the XML configuration of the intended guest, and change the model type attribute to virtio,
for example as follows:

<devices>
<interface type='network'>
<source network='default'/>
<target dev='vnetl'/>
<model type='virtio'/>
<driver name='vhost' txmode='iothread' ioeventfd='on'
event_idx="'off'/>
</interface>
</devices>

Alternatively, in the virt-manager interface, navigate to the guest's Virtual hardware
details screen, select the NIC item, and change Model type tovirtio:
File Virtual Machine Miew Send Key

IDE Disk 1
IDE CDROM 1
NIC :65:29:21

= |G n @ - @

g Overview Virtual Network Interface

Performance Network source: | virtual network ‘default : NAT =
L} crus

== Memory Device model: | virtio ;

@«f} Boot Options MAC address: 52:54:00:65:29:21

i (e
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NOTE
If the naming of network interfaces inside the guest is not consistent across reboots,

ensure all interfaces presented to the guest are of the same device model, preferably
virtio-net. For details, see the Red Hat KnowledgeBase.
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CHAPTER 6. NETWORK CONFIGURATION

This chapter provides an introduction to the common networking configurations used by libvirt-based
guest virtual machines.

Red Hat Enterprise Linux 7 supports the following networking setups for virtualization:
e virtual networks using Network Address Translation (NAT)
e directly allocated physical devices using PCI device assignment
e directly allocated virtual functions using PCle SR-IOV
e bridged networks

You must enable NAT, network bridging or directly assign a PCl device to allow external hosts access to
network services on guest virtual machines.

6.1. NETWORK ADDRESS TRANSLATION (NAT) WITH LIBVIRT

One of the most common methods for sharing network connections is to use Network Address
Translation (NAT) forwarding (also known as virtual networks).

Host Configuration

Every standard 1ibvirt installation provides NAT-based connectivity to virtual machines as the default
virtual network. Verify that it is available with the virsh net-1list --all command.

# virsh net-1list --all
Name State Autostart

default active yes

If it is missing, the following can be used in the XML configuration file (such as
/etc/libvirtd/gemu/myguest.xml) for the guest:

# 11 /etc/libvirt/gemu/

total 12

drwx------ . 3 root root 4096 Nov 7 23:02 networks
-TW------- . 1 root root 2205 Nov 20 01:20 r6.4.xml
-rTW------- . 1 root root 2208 Nov 8 03:19 r6.xml

The default network is defined from /etc/1libvirt/qemu/networks/default.xml

Mark the default network to automatically start:

# virsh net-autostart default
Network default marked as autostarted

Start the default network:

# virsh net-start default
Network default started
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Once the 1libvirt default network is running, you will see an isolated bridge device. This device does
not have any physical interfaces added. The new device uses NAT and IP forwarding to connect to the
physical network. Do not add new interfaces.

# brctl show
bridge name bridge id STP enabled interfaces
virbro 8000.000000000000 yes

libvirt adds iptables rules which allow traffic to and from guest virtual machines attached to the
virbro0 device in the INPUT, FORWARD, OUTPUT and POSTROUTING chains. 1ibvirt then attempts to
enable the ip_forward parameter. Some other applications may disable ip_forward, so the best
option is to add the following to /etc/sysctl.conf.

I net.ipv4.ip_forward = 1

Guest Virtual Machine Configuration

Once the host configuration is complete, a guest virtual machine can be connected to the virtual network
based on its name. To connect a guest to the 'default’ virtual network, the following can be used in the
XML configuration file (such as /etc/1ibvirtd/qemu/myguest.xml) for the guest:

<interface type='network'>
<source network='default'/>
</interface>

NOTE

Defining a MAC address is optional. If you do not define one, a MAC address is
automatically generated and used as the MAC address of the bridge device used by the
network. Manually setting the MAC address may be useful to maintain consistency or
easy reference throughout your environment, or to avoid the very small chance of a
conflict.

<interface type='network'>

<source network='default'/>

<mac address='00:16:3e:1a:b3:4a'/>
</interface>

6.2. DISABLING VHOST-NET

The vhost -net module is a kernel-level back end for virtio networking that reduces virtualization
overhead by moving virtio packet processing tasks out of user space (the QEMU process) and into the
kernel (the vhost -net driver). vhost-net is only available for virtio network interfaces. If the vhost-net
kernel module is loaded, it is enabled by default for all virtio interfaces, but can be disabled in the
interface configuration if a particular workload experiences a degradation in performance when vhost-net
is in use.

Specifically, when UDP traffic is sent from a host machine to a guest virtual machine on that host,
performance degradation can occur if the guest virtual machine processes incoming data at a rate
slower than the host machine sends it. In this situation, enabling vhost -net causes the UDP socket's
receive buffer to overflow more quickly, which results in greater packet loss. It is therefore better to
disable vhost -net in this situation to slow the traffic, and improve overall performance.
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To disable vhost - net, edit the <interface> sub-element in the guest virtual machine's XML
configuration file and define the network as follows:

<interface type="network">

<model type="virtio"/>
<driver name="gemu"/>

</interface>

Setting the driver name to gemu forces packet processing into QEMU user space, effectively disabling
vhost-net for that interface.

6.3. ENABLING VHOST-NET ZERO-COPY

In Red Hat Enterprise Linux 7, vhost-net zero-copy is disabled by default. To enable this action on a
permanent basis, add a new file vhost -net.conf to /etc/modprobe. d with the following content:

I options vhost_net experimental_zcopytx=1
If you want to disable this again, you can run the following:

I modprobe -r vhost_net

I modprobe vhost_net experimental_zcopytx=0

The first command removes the old file, the second one makes a new file (like above) and disables zero-
copy. You can use this to enable as well but the change will not be permanent.

To confirm that this has taken effect, check the output of cat
/sys/module/vhost_net/parameters/experimental_zcopytx. It should show:

I $ cat /sys/module/vhost_net/parameters/experimental_zcopytx
(C]

6.4. BRIDGED NETWORKING

Bridged networking (also known as network bridging or virtual network switching) is used to place virtual
machine network interfaces on the same network as the physical interface. Bridges require minimal
configuration and make a virtual machine appear on an existing network, which reduces management
overhead and network complexity. As bridges contain few components and configuration variables, they
provide a transparent setup which is straightforward to understand and troubleshoot, if required.

Bridging can be configured in a virtualized environment using standard Red Hat Enterprise Linux tools,
virt-manager, or libvirt, and is described in the following sections.

However, even in a virtualized environment, bridges may be more easily created using the host
operating system's networking tools. More information about this bridge creation method can be found in
the Red Hat Enterprise Linux 7 Networking Guide.

6.4.1. Configuring Bridged Networking on a Red Hat Enterprise Linux 7 Host
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Bridged networking can be configured for virtual machines on a Red Hat Enterprise Linux host,
independent of the virtualization management tools. This configuration is mainly recommended when the
virtualization bridge is the host's only network interface, or is the host's management network interface.

For instructions on configuring network bridging without using virtualization tools, see the Red Hat
Enterprise Linux 7 Networking Guide.

6.4.2. Bridged Networking with Virtual Machine Manager

This section provides instructions on creating a bridge from a host machine's interface to a guest virtual
machine using virt-manager.

NOTE

Depending on your environment, setting up a bridge with libvirt tools in Red Hat
Enterprise Linux 7 may require disabling Network Manager, which is not recommended by
Red Hat. A bridge created with libvirt also requires libvirtd to be running for the bridge to
maintain network connectivity.

It is recommended to configure bridged networking on the physical Red Hat Enterprise
Linux host as described in the Red Hat Enterprise Linux 7 Networking Guide, while using
libvirt after bridge creation to add virtual machine interfaces to the bridges.

Procedure 6.1. Creating a bridge with virt-manager

1. From the virt-manager main menu, click Edit = Connection Details to open the Connection
Details window.

2. Click the Network Interfaces tab.
3. Click the + at the bottom of the window to configure a new network interface.

4. In the Interface type drop-down menu, select Bridge, and then click Forward to continue.
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5.

Configure network interface

‘ | Configure network interface

e
4oy
F =

e —

Interface type: |Bridge st

Select the interface type you would like to configure.

Cancel | | Back | | Forward

Figure 6.1. Adding a bridge

a.

b.

In the Name field, enter a name for the bridge, such as br0.
Select a Start mode from the drop-down menu. Choose from one of the following:
m none - deactivates the bridge
m onboot - activates the bridge on the next guest virtual machine reboot
m hotplug - activates the bridge even if the guest virtual machine is running
Check the Activate now check box to activate the bridge immediately.
To configure either the IP settings or Bridge settings, click the appropriate Configure
button. A separate window will open to specify the required settings. Make any necessary

changes and click OK when done.

Select the physical interface to connect to your virtual machines. If the interface is currently
in use by another guest virtual machine, you will receive a warning message.
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6. Click Finish and the wizard closes, taking you back to the Connections menu.

Configure network interface

.::'aﬂﬁgure network interface

Mame: ‘ brl ‘
Start mode: none ¥ ‘
Activate now: ||
IP settings: IPvd: DHCP ‘ Configure ‘
Bridge settings: 5TP on, delay 0.00 sec | Configure ‘
Choose interface(s) to bridge:

* MName Type In use by

1o ethernet

| wlp4s0 ethernet

| enp0s25 ethernet

| wvirbrO-nic ethernet

| wirbrl-nic ethernet

‘ Cancel ‘ ‘ Back ‘ ‘ Finish

Figure 6.2. Adding a bridge

Select the bridge to use, and click Apply to exit the wizard.

To stop the interface, click the Stop Interface key. Once the bridge is stopped, to delete the

interface, click the Delete Interface key.

6.4.3. Bridged Networking with libvirt

Depending on your environment, setting up a bridge with libvirt in

Red Hat Enterprise Linux 7 may

require disabling Network Manager, which is not recommended by Red Hat. This also requires libvirtd to

be running for the bridge to operate.
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It is recommended to configure bridged networking on the physical Red Hat Enterprise Linux host as
described in the Red Hat Enterprise Linux 7 Networking Guide.
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IMPORTANT

libvirt is now able to take advantage of new kernel tunable parameters to manage host
bridge forwarding database (FDB) entries, thus potentially improving system network
performance when bridging multiple virtual machines. Set the macTableManager
attribute of a network's <bridge> elementto '1libvirt' in the host's XML configuration
file:

I <bridge name='br@' macTableManager='libvirt'/>

This will turn off learning (flood) mode on all bridge ports, and libvirt will add or remove
entries to the FDB as necessary. Along with removing the overhead of learning the proper
forwarding ports for MAC addresses, this also allows the kernel to disable promiscuous
mode on the physical device that connects the bridge to the network, which further
reduces overhead.
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7.1. INTRODUCTION

The KVM hypervisor automatically overcommits CPUs and memory. This means that more virtualized
CPUs and memory can be allocated to virtual machines than there are physical resources on the system.
This is possible because most processes do not access 100% of their allocated resources all the time.

As a result, under-utilized virtualized servers or desktops can run on fewer hosts, which saves a number
of system resources, with the net effect of less power, cooling, and investment in server hardware.

7.2. OVERCOMMITTING MEMORY

Guest virtual machines running on a KVM hypervisor do not have dedicated blocks of physical RAM
assigned to them. Instead, each guest virtual machine functions as a Linux process where the host
physical machine's Linux kernel allocates memory only when requested. In addition the host's memory
manager can move the guest virtual machine's memory between its own physical memory and swap
space.

Overcommitting requires allotting sufficient swap space on the host physical machine to accommodate
all guest virtual machines as well as enough memory for the host physical machine's processes. As a
basic rule, the host physical machine's operating system requires a maximum of 4GB of memory along
with a minimum of 4GB of swap space. For advanced instructions on determining an appropriate size for
the swap partition, see the Red Hat KnowledgeBase.

IMPORTANT

Overcommitting is not an ideal solution for general memory issues. The recommended
methods to deal with memory shortage are to allocate less memory per guest, add more
physical memory to the host, or utilize swap space.

A virtual machine will run slower if it is swapped frequently. In addition, overcommitting
can cause the system to run out of memory (OOM), which may lead to the Linux kernel
shutting down important system processes. If you decide to overcommit memory, ensure
sufficient testing is performed. Contact Red Hat support for assistance with
overcommitting.

Overcommitting does not work with all virtual machines, but has been found to work in a desktop
virtualization setup with minimal intensive usage or running several identical guests with KSM. For more
information on KSM and overcommitting, see the Red Hat Enterprise Linux 7 Virtualization Tuning and
Optimization Guide.

IMPORTANT

When device assignment is in use, all virtual machine memory must be statically pre-
allocated to enable direct memory access (DMA) with the assigned device. Memory
overcommit is therefore not supported with device assignment.

7.3. OVERCOMMITTING VIRTUALIZED CPUS

The KVM hypervisor supports overcommitting virtualized CPUs (vCPUs). Virtualized CPUs can be
overcommitted as far as load limits of guest virtual machines allow. Use caution when overcommitting
vCPUs, as loads near 100% may cause dropped requests or unusable response times.
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In Red Hat Enterprise Linux 7, it is possible to overcommit guests with more than one vCPU, known as
symmetric multiprocessing (SMP) virtual machines. However, you may experience performance
deterioration when running more cores on the virtual machine than are present on your physical CPU.

For example, a virtual machine with four vCPUs should not be run on a host machine with a dual core
processor, but on a quad core host. Overcommitting SMP virtual machines beyond the physical number
of processing cores causes significant performance degradation, due to programs getting less CPU time
than required. In addition, it is not recommended to have more than 10 total allocated vCPUs per
physical processor core.

With SMP guests, some processing overhead is inherent. CPU overcommitting can increase the SMP
overhead, because using time-slicing to allocate resources to guests can make inter-CPU
communication inside a guest slower. This overhead increases with guests that have a larger number of
vCPUs, or a larger overcommit ratio.

Virtualized CPUs are overcommitted best when when a single host has multiple guests, and each guest
has a small number of vCPUs, compared to the number of host CPUs. KVM should safely support
guests with loads under 100% at a ratio of five vCPUs (on 5 virtual machines) to one physical CPU on
one single host. The KVM hypervisor will switch between all of the virtual machines, making sure that the
load is balanced.

For best performance, Red Hat recommends assigning guests only as many vCPUs as are required to
run the programs that are inside each guest.

IMPORTANT

Applications that use 100% of memory or processing resources may become unstable in
overcommitted environments. Do not overcommit memory or CPUs in a production
environment without extensive testing, as the CPU overcommit ratio and the amount of
SMP are workload-dependent.

60



CHAPTER 8. KVM GUEST TIMING MANAGEMENT

CHAPTER 8. KVM GUEST TIMING MANAGEMENT

Virtualization involves several challenges for time keeping in guest virtual machines.

e Interrupts cannot always be delivered simultaneously and instantaneously to all guest virtual
machines. This is because interrupts in virtual machines are not true interrupts. Instead, they are
injected into the guest virtual machine by the host machine.

e The host may be running another guest virtual machine, or a different process. Therefore, the
precise timing typically required by interrupts may not always be possible.

Guest virtual machines without accurate time keeping may experience issues with network applications
and processes, as session validity, migration, and other network activities rely on timestamps to remain
correct.

KVM avoids these issues by providing guest virtual machines with a paravirtualized clock (kvm-clock).
However, it is still important to test timing before attempting activities that may be affected by time
keeping inaccuracies, such as guest migration.

IMPORTANT

To avoid the problems described above, the Network Time Protocol (NTP) should be
configured on the host and the guest virtual machines. On guests using Red Hat
Enterprise Linux 6 and earlier, NTP is implemented by the ntpd service. For more
information, see the Red Hat Enterprise 6 Deployment Guide.

On systems using Red Hat Enterprise Linux 7, NTP time synchronization service can be
provided by ntpd or by the chronyd service. Note that Chrony has some advantages on
virtual machines. For more information, see the Configuring NTP Using the chrony Suite
and Configuring NTP Using ntpd sections in the Red Hat Enterprise Linux 7 System
Administrator's Guide.

The mechanics of guest virtual machine time synchronization

By default, the guest synchronizes its time with the hypervisor as follows:

e When the guest system boots, the guest reads the time from the emulated Real Time Clock
(RTC).

e When the NTP protocol is initiated, it automatically synchronizes the guest clock. Afterwards,
during normal guest operation, NTP performs clock adjustments in the guest.

e When a guest is resumed after a pause or a restoration process, a command to synchronize the
guest clock to a specified value should be issued by the management software (such as virt-
manager). This synchronization works only if the QEMU guest agent is installed in the guest and
supports the feature. The value to which the guest clock synchronizes is usually the host clock
value.

Constant Time Stamp Counter (TSC)

Modern Intel and AMD CPUs provide a constant Time Stamp Counter (TSC). The count frequency of the
constant TSC does not vary when the CPU core itself changes frequency, for example to comply with a
power-saving policy. A CPU with a constant TSC frequency is necessary in order to use the TSC as a
clock source for KVM guests.
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Your CPU has a constant Time Stamp Counter if the constant_tsc flag is present. To determine if
your CPU has the constant_tsc flag enter the following command:

I $ cat /proc/cpuinfo | grep constant_tsc

If any output is given, your CPU has the constant_tsc bit. If no output is given, follow the instructions
below.
Configuring Hosts without a Constant Time Stamp Counter

Systems without a constant TSC frequency cannot use the TSC as a clock source for virtual machines,
and require additional configuration. Power management features interfere with accurate time keeping
and must be disabled for guest virtual machines to accurately keep time with KVM.

IMPORTANT

These instructions are for AMD revision F CPUs only.

If the CPU lacks the constant_tsc bit, disable all power management features . Each system has
several timers it uses to keep time. The TSC is not stable on the host, which is sometimes caused by
cpufreq changes, deep C state, or migration to a host with a faster TSC. Deep C sleep states can stop
the TSC. To prevent the kernel using deep C states append processor .max_cstate=1 to the kernel
boot. To make this change persistent, edit values of the GRUB_CMDLINE_LINUX key in the
/etc/default/grubfile. For example. if you want to enable emergency mode for each boot, edit the
entry as follows:

I GRUB_CMDLINE_LINUX="emergency"

Note that you can specify multiple parameters for the GRUB_CMDLINE_LINUX key, similarly to adding
the parameters in the GRUB 2 boot menu.

To disable cpufreq (only necessary on hosts without the constant_tsc), install kernel-tools and
enable the cpupower .service (systemctl enable cpupower.service). If you want to disable
this service every time the guest virtual machine boots, change the configuration file in
/etc/sysconfig/cpupower and change the CPUPOWER_START_OPTS and
CPUPOWER_STOP_OPTS. Valid limits can be found in the
/sys/devices/system/cpu/cpuid/cpufreq/scaling_available_governors files. For more
information on this package or on power management and governors, refer to the Red Hat Enterprise
Linux 7 Power Management Guide.

8.1. REQUIRED TIME MANAGEMENT PARAMETERS FOR RED HAT
ENTERPRISE LINUX GUESTS

For certain Red Hat Enterprise Linux guest virtual machines, additional kernel parameters are required
for their system time to be synchronised correctly. These parameters can be set by appending them to
the end of the /kernel line in the /etc/grub2. cfg file of the guest virtual machine.

NOTE

Red Hat Enterprise Linux 5.5 and later, Red Hat Enterprise Linux 6.0 and later, and Red
Hat Enterprise Linux 7 use kvm-clock as their default clock source. Running kvm-clock
avoids the need for additional kernel parameters, and is recommended by Red Hat.
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The table below lists versions of Red Hat Enterprise Linux and the parameters required on the specified
systems.

Table 8.1. Kernel parameter requirements

Red Hat Enterprise Linux version Additional guest kernel parameters
7.0 and later on AMDG64 and Intel 64 systems with Additional parameters are not required
kvm-clock
6.1 and later on AMD64 and Intel 64 systems with Additional parameters are not required
kvm-clock
6.0 on AMD64 and Intel 64 systems with kvm-clock Additional parameters are not required
6.0 on AMD64 and Intel 64 systems without kvm- notsc Ipj=n
clock

NOTE

The 1pj parameter requires a numeric value equal to the loops per jiffy value of the
specific CPU on which the guest virtual machine runs. If you do not know this value, do
not set the 1pj parameter.

8.2. STEAL TIME ACCOUNTING

Steal time is the amount of CPU time needed by a guest virtual machine that is not provided by the host.
Steal time occurs when the host allocates these resources elsewhere: for example, to another guest.

Steal time is reported in the CPU time fields in /proc/stat. It is automatically reported by utilities such
as top and vmstat. It is displayed as "%st", or in the "st" column. Note that it cannot be switched off.

Large amounts of steal time indicate CPU contention, which can reduce guest performance. To relieve
CPU contention, increase the guest's CPU priority or CPU quota, or run fewer guests on the host.
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CHAPTER 9. NETWORK BOOTING WITH LIBVIRT

Guest virtual machines can be booted with PXE enabled. PXE allows guest virtual machines to boot and
load their configuration off the network itself. This section demonstrates some basic configuration steps
to configure PXE guests with libvirt.

This section does not cover the creation of boot images or PXE servers. It is used to explain how to
configure libvirt, in a private or bridged network, to boot a guest virtual machine with PXE booting
enabled.

! WARNING
These procedures are provided only as an example. Ensure that you have sufficient

backups before proceeding.

9.1. PREPARING THE BOOT SERVER

To perform the steps in this chapter you will need:

e A PXE Server (DHCP and TFTP) - This can be a libvirt internal server, manually-configured
dhcpd and tftpd, dnsmasq, a server configured by Cobbler, or some other server.

e Boot images - for example, PXELINUX configured manually or by Cobbler.

9.1.1. Setting up a PXE Boot Server on a Private libvirt Network

This example uses the default network. Perform the following steps:

Procedure 9.1. Configuring the PXE boot server

1. Place the PXE boot images and configuration in /var/1ib/tftpboot.

2. enter the following commands:

# virsh net-destroy default
# virsh net-edit default

3. Edit the <ip> element in the configuration file for the default network to include the appropriate
address, network mask, DHCP address range, and boot file, where BOOT_FILENAME
represents the file name you are using to boot the guest virtual machine.

<ip address='192.168.122.1"' netmask='255.255.255.0"'>
<tftp root='/var/lib/tftpboot' />
<dhcp>
<range start='192.168.122.2' end='192.168.122.254"' />
<bootp file='BOOT_FILENAME' />
</dhcp>
</ip>
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4. Run:

I # virsh net-start default

5. Boot the guest using PXE (refer to Section 9.2, “Booting a Guest Using PXE”).

9.2. BOOTING A GUEST USING PXE

This section demonstrates how to boot a guest virtual machine with PXE.

9.2.1. Using bridged networking

Procedure 9.2. Booting a guest using PXE and bridged networking

1. Ensure bridging is enabled such that the PXE boot server is available on the network.

2. Boot a guest virtual machine with PXE booting enabled. You can use the virt-install
command to create a new virtual machine with PXE booting enabled, as shown in the following
example command:

I virt-install --pxe --network bridge=breth® --prompt

Alternatively, ensure that the guest network is configured to use your bridged network, and that
the XML guest configuration file has a <boot dev="'network'/>element inside the <os>
element, as shown in the following example:

<0S>
<type arch='x86_64"' machine='pc-1440fx-rhel7.0.0'>hvm</type>
<boot dev='network'/>
<boot dev='hd'/>
</0s>
<interface type='bridge'>
<mac address='52:54:00:5a:ad:cb'/>
<source bridge='bretho'/>
<target dev='vneto'/>
<alias name='net0'/>
<address type='pci' domain='0Ox0000' bus='Ox00' slot='0Ox03'
function="0x0'/>
</interface>

9.2.2. Using a Private libvirt Network

Procedure 9.3. Using a private libvirt network

1. Configure PXE booting on libvirt as shown in Section 9.1.1, “Setting up a PXE Boot Server on a
Private libvirt Network”.

2. Boot a guest virtual machine using libvirt with PXE booting enabled. You can use the virt-
install command to create/install a new virtual machine using PXE:

I virt-install --pxe --network network=default --prompt
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Alternatively, ensure that the guest network is configured to use your private libvirt network, and that the
XML guest configuration file has a <boot dev="'network' /> element inside the <os> element, as
shown in the following example:

<0S>
<type arch='x86_64"' machine='pc-i440fx-rhel7.0.0'>hvm</type>
<boot dev='network'/>
<boot dev='hd'/>

</0s>

Also ensure that the guest virtual machine is connected to the private network:

<interface type='network'>

<mac address='52:54:00:66:79:14"'/>

<source network='default'/>

<target dev='vneto'/>

<alias name='net0'/>

<address type='pci' domain='Ox0000' bus='Ox00' slot='0Ox03'
function="0x0'/>
</interface>
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CHAPTER 10. REGISTERING THE HYPERVISOR AND VIRTUAL
MACHINE

Red Hat Enterprise Linux 6 and 7 require that every guest virtual machine is mapped to a specific
hypervisor in order to ensure that every guest is allocated the same level of subscription service. To do
this you need to install a subscription agent that automatically detects all guest Virtual Machines (VMs)
on each KVM hypervisor that is installed and registered, which in turn will create a mapping file that sits
on the host. This mapping file ensures that all guest VMs receive the following benefits:

e Subscriptions specific to virtual systems are readily available and can be applied to all of the
associated guest VMs.

e All subscription benefits that can be inherited from the hypervisor are readily available and can
be applied to all of the associated guest VMs.

NOTE

The information provided in this chapter is specific to Red Hat Enterprise Linux
subscriptions only. If you also have a Red Hat Virtualization subscription, or a Red Hat
Satellite subscription, you should also consult the virt-who information provided with those
subscriptions. More information on Red Hat Subscription Management can also be found
in the Red Hat Subscription Management Guide found on the customer portal.

10.1. INSTALLING VIRT-WHO ON THE HOST PHYSICAL MACHINE

1. Register the KVM hypervisor
Register the KVM Hypervisor by running the subscription-manager register
[options] command in a terminal as the root user on the host physical machine. More options
are available using the # subscription-manager register --help menu. In cases where
you are using a user name and password, use the credentials that are known to the subscription
manager. If this is your very first time subscribing and you do not have a user account, contact
customer support. For example to register the VM as 'admin’ with 'secret' as a password, you
would send the following command:

[root@rhel-server ~]# subscription-manager register --username=admin
--password=secret --auto-attach --type=hypervisor

2. Install the virt-who packages
Install the virt-who packages, by running the following command on the host physical machine:

I # yum install virt-who

3. Create a virt-who configuration file
For each hypervisor, add a configuration file in the /etc/virt-who.d/ directory. At a
minimum, the file must contain the following snippet:

[1libvirt]
type=libvirt

For more detailed information on configuring virt-who, refer to Section 10.1.1, “Configuring
virt-who”.
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4. Start the virt-who service

Start the virt-who service by running the following command on the host physical machine:

# systemctl start virt-who.service
# systemctl enable virt-who.service

5. Confirm virt-who service is receiving guest information

At this point, the virt-who service will start collecting a list of domains from the host. Check the
/var/log/rhsm/rhsm. log file on the host physical machine to confirm that the file contains a
list of the guest VMs. For example:

2015-05-28 12:33:31,424 DEBUG: Libvirt domains found: [{'guestId':
'58d59128-cfbb-4f2c-93de-230307db2ced', 'attributes': {'active': 0,
'virtWhoType': 'libvirt', 'hypervisorType': 'QEMU'}, 'state': 5}]

Procedure 10.1. Managing the subscription on the customer portal
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1. Subscribing the hypervisor

As the virtual machines will be receiving the same subscription benefits as the hypervisor, it is
important that the hypervisor has a valid subscription and that the subscription is available for
the VMs to use.

a. Login to the customer portal
Login to the Red Hat customer portal https://access.redhat.com/ and click the
Subscriptions button at the top of the page.

b. Click the Systems link
In the Subscriber Inventory section (towards the bottom of the page), click Systems
link.

c. Select the hypervisor
On the Systems page, there is a table of all subscribed systems. Click the name of the
hypervisor (localhost.localdomain for example). In the details page that opens, click Attach
a subscription and select all the subscriptions listed. Click Attach Selected. This
will attach the host's physical subscription to the hypervisor so that the guests can benefit
from the subscription.

2. Subscribing the guest virtual machines - first time use

This step is for those who have a new subscription and have never subscribed a guest virtual
machine before. If you are adding virtual machines, skip this step. To consume the subscription
assigned to the hypervisor profile on the machine running the virt-who service, auto subscribe by
running the following command in a terminal, on the guest virtual machine as root.

I [root@virt-who ~]# subscription-manager attach --auto

. Subscribing additional guest virtual machines

If you just subscribed a for the first time, skip this step. If you are adding additional virtual
machines, note that running this command will not necessarily re-attach the same subscriptions
to the guest virtual machine. This is because removing all subscriptions then allowing auto-
attach to resolve what is necessary for a given guest virtual machine may result in different
subscriptions consumed than before. This may not have any effect on your system, but it is
something you should be aware about. If you used a manual attachment procedure to attach the
virtual machine, which is not described below, you will need to re-attach those virtual machines


https://access.redhat.com/

CHAPTER 10. REGISTERING THE HYPERVISOR AND VIRTUAL MACHINE

manually as the auto-attach will not work. Use the following command to first remove the

subscriptions for the old guests, and then use the auto-attach to attach subscriptions to all the

guests. Run these commands on the guest virtual machine.

[root@virt-who ~]# subscription-manager remove --all
[root@virt-who ~]# subscription-manager attach --auto

4. Confirm subscriptions are attached

Confirm that the subscription is attached to the hypervisor by running the following command on

the guest virtual machine:

I [root@virt-who ~]# subscription-manager list --consumed

Output similar to the following will be displayed. Pay attention to the Subscription Details. It

should say 'Subscription is current'.

[root@virt-who ~]# subscription-manager list --consumed

Subscription Name: Awesome 0S with unlimited virtual guests
Provides: Awesome 0S Server Bits

SKU: awesomeos-virt-unlimited

Contract: 0

Account: #H#HH#AHHS YOUur account number ###H##

Serial: #H#HAA#HHA Your serial number ####HH#H

Pool ID: XYZ123

Provides Management: No

Active: True

Quantity Used: 1

Service Level:

Service Type:

Status Details: Subscription is current

Subscription Type:
Starts: 01/01/2015
Ends: 12/31/2015
System Type: Virtual

o The ID for the subscription to attach to the system is displayed here. You will need this ID if you

need to attach the subscription manually.

e Indicates if your subscription is current. If your subscription is not current, an error message

appears. One example is Guest has not been reported on any host and is using a temporary
unmapped guest subscription. In this case the guest needs to be subscribed. In other cases, use
the information as indicated in Section 10.5.2, “| have subscription status errors, what do | do?” .

5. Register additional guests
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When you install new guest VMs on the hypervisor, you must register the new VM and use the
subscription attached to the hypervisor, by running the following commands on the guest virtual
machine:

# subscription-manager register
# subscription-manager attach --auto
# subscription-manager list --consumed

10.1.1. Configuring virt-who

The virt-who service is configured using the following files:

e virt-who.conf - Contains general configuration information including the interval for checking
connected hypervisors for changes.

e hypervisor_name.conf - Contains configuration information for a specific hypervisor.

A web-based wizard is provided to generate hypervisor configuration files and the snippets required for
virt-who.conf. To run the wizard, browse to Red Hat Virtualization Agent (virt-who) Configuration
Helper.

On the second page of the wizard, select the following options:
e Where does your virt-who report to?: Subscription Asset Manager
e Hypervisor Type: 1ibvirt

Follow the wizard to complete the configuration.

For more information on hypervisor configuration files, see the virt-who-config man page.

10.2. REGISTERING A NEW GUEST VIRTUAL MACHINE

In cases where a new guest virtual machine is to be created on a host that is already registered and
running, the virt-who service must also be running. This ensures that the virt-who service maps the guest
to a hypervisor, so the system is properly registered as a virtual system. To register the virtual machine,
enter the following command:

[root@virt-server ~]# subscription-manager register --username=admin --
password=secret --auto-attach

10.3. REMOVING A GUEST VIRTUAL MACHINE ENTRY

If the guest virtual machine is running, unregister the system, by running the following command in a
terminal window as root on the guest:

I [root@virt-guest ~]# subscription-manager unregister

If the system has been deleted, however, the virtual service cannot tell whether the service is deleted or
paused. In that case, you must manually remove the system from the server side, using the following
steps:

1. Login to the Subscription Manager
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The Subscription Manager is located on the Red Hat Customer Portal. Login to the Customer
Portal using your user name and password, by clicking the login icon at the top of the screen.

2. Click the Subscriptions tab
Click the Subscriptions tab.

3. Click the Systems link
Scroll down the page and click the Systems link.

4. Delete the system
To delete the system profile, locate the specified system's profile in the table, select the check
box beside its name and click Delete.

10.4. INSTALLING VIRT-WHO MANUALLY

This section will describe how to manually attach the subscription provided by the hypervisor.

Procedure 10.2. How to attach a subscription manually

1. List subscription information and find the Pool ID
First you need to list the available subscriptions which are of the virtual type. Enter the following
command:

[root@serverl ~]# subscription-manager list --avail --match-
installed | grep 'Virtual' -B12
Subscription Name: Red Hat Enterprise Linux ES (Basic for

Virtualization)

Provides: Red Hat Beta
Oracle Java (for RHEL Server)
Red Hat Enterprise Linux Server

SKU:  --e----

Pool 1ID: XYZ123

Available: 40

Suggested: 1

Service Level: Basic

Service Type: L1-L3

Multi-Entitlement: No

Ends: 01/02/2017

System Type: Virtual

Note the Pool ID displayed. Copy this ID as you will need it in the next step.
2. Attach the subscription with the Pool ID

Using the Pool ID you copied in the previous step run the attach command. Replace the Pool ID
XYZ123 with the Pool ID you retrieved. Enter the following command:

[root@serverl ~]# subscription-manager attach --pool=XYZ123

Successfully attached a subscription for: Red Hat Enterprise Linux
ES (Basic for Virtualization)

10.5. TROUBLESHOOTING VIRT-WHO
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10.5.1. Why is the hypervisor status red?

Scenario: On the server side, you deploy a guest on a hypervisor that does not have a subscription. 24
hours later, the hypervisor displays its status as red. To remedy this situation you must get a subscription
for that hypervisor. Or, permanently migrate the guest to a hypervisor with a subscription.

10.5.2. | have subscription status errors, what do | do?

Scenario: Any of the following error messages display:
e System not properly subscribed
e Status unknown
e Late binding of a guest to a hypervisor through virt-who (host/guest mapping)

To find the reason for the error open the virt-who log file, named rhsm. log, located in the
/var/log/rhsm/ directory.
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CHAPTER 11. ENHANCING VIRTUALIZATION WITH THE QEMU
GUEST AGENT AND SPICE AGENT

Agents in Red Hat Enterprise Linux such as the QEMU guest agent and the SPICE agent can be
deployed to help the virtualization tools run more optimally on your system. These agents are described
in this chapter.

NOTE

To further optimize and tune host and guest performance, see the Red Hat Enterprise
Linux 7 Virtualization Tuning and Optimization Guide.

/
11.1. QEMU GUEST AGENT

The QEMU guest agent runs inside the guest and allows the host machine to issue commands to the
guest operating system using libvirt, helping with functions such as freezing and thawing filesystems.
The guest operating system then responds to those commands asynchronously. The QEMU guest agent
package, gemu-guest-agent, is installed by default in Red Hat Enterprise Linux 7.

This section covers the libvirt commands and options available to the guest agent.

IMPORTANT

Note that it is only safe to rely on the QEMU guest agent when run by trusted guests. An
untrusted guest may maliciously ignore or abuse the guest agent protocol, and although
built-in safeguards exist to prevent a denial of service attack on the host, the host requires
guest co-operation for operations to run as expected.

Note that QEMU guest agent can be used to enable and disable virtual CPUs (vCPUs) while the guest is
running, thus adjusting the number of vCPUs without using the hot plug and hot unplug features. For
more information, refer to Section 21.38.6, “Configuring Virtual CPU Count”.

11.1.1. Setting up Communication between the QEMU Guest Agent and Host

The host machine communicates with the QEMU guest agent through a VirtlO serial connection
between the host and guest machines. A VirtlO serial channel is connected to the host via a character
device driver (typically a Unix socket), and the guest listens on this serial channel.

NOTE

The gemu-guest-agent does not detect if the host is listening to the VirtlO serial channel.
However, as the current use for this channel is to listen for host-to-guest events, the
probability of a guest virtual machine running into problems by writing to the channel with
no listener is very low. Additionally, the gemu-guest-agent protocol includes
synchronization markers that allow the host physical machine to force a guest virtual
machine back into sync when issuing a command, and libvirt already uses these markers,
so that guest virtual machines are able to safely discard any earlier pending undelivered
responses.

11.1.1.1. Configuring the QEMU Guest Agent on a Linux Guest
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The QEMU guest agent can be configured on a running or shut down virtual machine. If configured on a
running guest, the guest will start using the guest agent immediately. If the guest is shut down, the
QEMU guest agent will be enabled at next boot.

Either virsh or virt-manager can be used to configure communication between the guest and the

QEMU guest agent. The following instructions describe how to configure the QEMU guest agent on a
Linux guest.

Procedure 11.1. Setting up communication between guest agent and host withvirsh on a shut
down Linux guest

1. Shut down the virtual machine
Ensure the virtual machine (named rhel7 in this example) is shut down before configuring the
QEMU guest agent:

I # virsh shutdown rhel?7

2. Add the QEMU guest agent channel to the guest XML configuration
Edit the guest's XML file to add the QEMU guest agent details:

I # virsh edit rhel7
Add the following to the guest's XML file and save the changes:

<channel type='unix'>
<target type='virtio' name='org.gemu.guest_agent.0'/>
</channel>

3. Start the virtual machine

I # virsh start rhel7?

4. Install the QEMU guest agent on the guest
Install the QEMU guest agent if not yet installed in the guest virtual machine:

I # yum install gemu-guest-agent

5. Start the QEMU guest agent in the guest
Start the QEMU guest agent service in the guest:

I # systemctl start gemu-guest-agent
Alternatively, the QEMU guest agent can be configured on a running guest with the following steps:

Procedure 11.2. Setting up communication between guest agent and host on a running Linux
guest

1. Create an XML file for the QEMU guest agent
# cat agent.xml

<channel type='unix'>
<target type='virtio' name='org.gemu.guest_agent.0'/>
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I </channel>

2. Attach the QEMU guest agent to the virtual machine
Attach the QEMU guest agent to the running virtual machine (named rhel7 in this example) with
this command:

I # virsh attach-device rhel7 agent.xml

3. Install the QEMU guest agent on the guest
Install the QEMU guest agent if not yet installed in the guest virtual machine:

I # yum install gemu-guest-agent

4. Start the QEMU guest agent in the guest
Start the QEMU guest agent service in the guest:

I # systemctl start gemu-guest-agent

Procedure 11.3. Setting up communication between the QEMU guest agent and host withvirt-
manager

1. Shut down the virtual machine
Ensure the virtual machine is shut down before configuring the QEMU guest agent.

To shut down the virtual machine, select it from the list of virtual machines in Virtual Machine
Manager, then click the light switch icon from the menu bar.

2. Add the QEMU guest agent channel to the guest
Open the virtual machine's hardware details by clicking the lightbulb icon at the top of the guest
window.

Click the Add Hardware button to open the Add New Virtual Hardware window, and
select Channel.

Select the QEMU guest agent from the Name drop-down list and click Finish:
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Figure 11.1. Selecting the QEMU guest agent channel device

3. Start the virtual machine
To start the virtual machine, select it from the list of virtual machines in Virtual Machine

. L
Manager, then click on the menu bar.

4. Install the QEMU guest agent on the guest
Open the guest with virt-manager and install the QEMU guest agent if not yet installed in the
guest virtual machine:

I # yum install gemu-guest-agent

5. Start the QEMU guest agent in the guest
Start the QEMU guest agent service in the guest:

I # systemctl start gemu-guest-agent

The QEMU guest agent is now configured on the rhel7 virtual machine.
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11.2. USING THE QEMU GUEST AGENT WITH LIBVIRT

Installing the QEMU guest agent allows various libvirt commands to become more powerful. The guest
agent enhances the following virsh commands:

virsh shutdown --mode=agent - This shutdown method is more reliable than virsh
shutdown --mode=acpi, as virsh shutdown used with the QEMU guest agent is
guaranteed to shut down a cooperative guest in a clean state. If the agent is not present, libvirt
must instead rely on injecting an ACPI shutdown event, but some guests ignore that event and
thus will not shut down.

Can be used with the same syntax for virsh reboot.

virsh snapshot-create --quiesce - Allows the guest to flush its I/O into a stable state
before the snapshot is created, which allows use of the snapshot without having to perform a
fsck or losing partial database transactions. The guest agent allows a high level of disk contents
stability by providing guest co-operation.

virsh domfsfreeze and virsh domfsthaw - Quiesces the guest filesystem in isolation.
virsh domfstrim - Instructs the guest to trim its filesystem.

virsh domtime - Queries or sets the guest's clock.

virsh setvcpus --guest - Instructs the guest to take CPUs offline.

virsh domifaddr --source agent - Queries the guest operating system's IP address via
the guest agent.

virsh domfsinfo - Shows a list of mounted filesystems within the running guest.

virsh set-user-password - Sets the password for a user account in the guest.

11.2.1. Creating a Guest Disk Backup

libvirt can communicate with gemu-guest-agent to ensure that snapshots of guest virtual machine file
systems are consistent internally and ready to use as needed. Guest system administrators can write
and install application-specific freeze/thaw hook scripts. Before freezing the filesystems, the gemu-guest-
agent invokes the main hook script (included in the gemu-guest-agent package). The freezing process
temporarily deactivates all guest virtual machine applications.

The snapshot process is comprised of the following steps:

File system applications / databases flush working buffers to the virtual disk and stop accepting
client connections

Applications bring their data files into a consistent state

Main hook script returns

gemu-guest-agent freezes the filesystems and the management stack takes a snapshot
Snapshot is confirmed

Filesystem function resumes
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Thawing happens in reverse order.

To create a snapshot of the guest's file system, run the virsh snapshot-create --quiesce --
disk-only command (alternatively, runvirsh snapshot-create-as guest_name --quiesce

- -disk-only, explained in further detail in Section 21.41.2, “Creating a Snapshot for the Current Guest
Virtual Machine”).

NOTE

An application-specific hook script might need various SELinux permissions in order to
run correctly, as is done when the script needs to connect to a socket in order to talk to a
database. In general, local SELinux policies should be developed and installed for such
purposes. Accessing file system nodes should work out of the box, after issuing the
restorecon -FvvR command listed in Table 11.1, “QEMU guest agent package
contents” in the table row labeled /etc/qgemu-ga/fsfreeze-hook.d/.

The gemu-guest-agent binary RPM includes the following files:

Table 11.1. QEMU guest agent package contents

File name Description

/usr/lib/systemd/system/qgemu-guest- Service control script (start/stop) for the QEMU guest

agent.service agent.

/etc/sysconfig/qemu-ga Configuration file for the QEMU guest agent, as it is
read by the

/usr/lib/systemd/system/qgemu-guest-
agent . service control script. The settings are
documented in the file with shell script comments.

/usr/bin/gemu-ga QEMU guest agent binary file.

/etc/qemu-ga Root directory for hook scripts.
/etc/qemu-ga/fsfreeze-hook Main hook script. No modifications are needed here.
/etc/qemu-ga/fsfreeze-hook.d Directory for individual, application-specific hook

scripts. The guest system administrator should copy
hook scripts manually into this directory, ensure
proper file mode bits for them, and then run
restorecon -FvVvR on this directory.

/usr/share/qemu-kvm/qemu-ga/ Directory with sample scripts (for example purposes
only). The scripts contained here are not executed.

The main hook script, /etc/qemu-ga/fsfreeze-hook logs its own messages, as well as the
application-specific script's standard output and error messages, in the following log file:
/var/log/gemu-ga/fsfreeze-hook.1log. For more information, refer to the libvirt upstream
website.
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11.3. SPICE AGENT

The SPICE agent helps run graphical applications such as virt-manager more smoothly, by helping
integrate the guest operating system with the SPICE client.

For example, when resizing a window in virt-manager, the SPICE agent allows for automatic X session
resolution adjustment to the client resolution. The SPICE agent also provides support for copy and paste
between the host and guest, and prevents mouse cursor lag.

For system-specific information on the SPICE agent's capabilities, see the spice-vdagent package's
README file.

11.3.1. Setting up Communication between the SPICE Agent and Host

The SPICE agent can be configured on a running or shut down virtual machine. If configured on a
running guest, the guest will start using the guest agent immediately. If the guest is shut down, the
SPICE agent will be enabled at next boot.

Either virsh or virt-manager can be used to configure communication between the guest and the
SPICE agent. The following instructions describe how to configure the SPICE agent on a Linux guest.

Procedure 11.4. Setting up communication between guest agent and host withvirsh on a Linux
guest

1. Shut down the virtual machine
Ensure the virtual machine (named rhel7 in this example) is shut down before configuring the
SPICE agent:

I # virsh shutdown rhel?7

2. Add the SPICE agent channel to the guest XML configuration
Edit the guest's XML file to add the SPICE agent details:

I # virsh edit rhel7
Add the following to the guest's XML file and save the changes:

<channel type='spicevmc'>
<target type='virtio' name='com.redhat.spice.0'/>
</channel>

3. Start the virtual machine

I # virsh start rhel7?

4. Install the SPICE agent on the guest
Install the SPICE agent if not yet installed in the guest virtual machine:

I # yum install spice-vdagent

5. Start the SPICE agent in the guest
Start the SPICE agent service in the guest:
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I # systemctl start spice-vdagent
Alternatively, the SPICE agent can be configured on a running guest with the following steps:

Procedure 11.5. Setting up communication between SPICE agent and host on a running Linux
guest

1. Create an XML file for the SPICE agent

# cat agent.xml
<channel type='spicevmc'>

<target type='virtio' name='com.redhat.spice.0'/>
</channel>

2. Attach the SPICE agent to the virtual machine
Attach the SPICE agent to the running virtual machine (named rhel7 in this example) with this
command:

I # virsh attach-device rhel7 agent.xml

3. Install the SPICE agent on the guest
Install the SPICE agent if not yet installed in the guest virtual machine:

I # yum install spice-vdagent

4. Start the SPICE agent in the guest
Start the SPICE agent service in the guest:

I # systemctl start spice-vdagent

Procedure 11.6. Setting up communication between the SPICE agent and host withvirt-
manager

1. Shut down the virtual machine
Ensure the virtual machine is shut down before configuring the SPICE agent.

To shut down the virtual machine, select it from the list of virtual machines in Virtual Machine
Manager, then click the light switch icon from the menu bar.

2. Add the SPICE agent channel to the guest
Open the virtual machine's hardware details by clicking the lightbulb icon at the top of the guest
window.

Click the Add Hardware button to open the Add New Virtual Hardware window, and
select Channel.

Select the SPICE agent from the Name drop-down list, edit the channel address, and click
Finish:
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Figure 11.2. Selecting the SPICE agent channel device

3. Start the virtual machine

To start the virtual machine, select it from the list of virtual machines in Virtual Machine

. b=
Manager, then click on the menu bar.

4. Install the SPICE agent on the guest

Open the guest with virt-manager and install the SPICE agent if not yet installed in the guest

virtual machine:
I # yum install spice-vdagent

5. Start the SPICE agent in the guest
Start the SPICE agent service in the guest:

I # systemctl start spice-vdagent

The SPICE agent is now configured on the rhel7 virtual machine.
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CHAPTER 12. NESTED VIRTUALIZATION

12.1. OVERVIEW

As of Red Hat Enterprise Linux 7.5, nested virtualization is available as a Technology Preview for KVM
guest virtual machines. With this feature, a guest virtual machine (also referred to as level 1 or L1) that
runs on a physical host (level 0 or L0) can act as a hypervisor, and create its own guest virtual machines
(L2).

Nested virtualization is useful in a variety of scenarios, such as debugging hypervisors in a constrained
environment and testing larger virtual deployments on a limited amount of physical resources. However,
note that nested virtualization is not supported or recommended in production user environments, and is
primarily intended for development and testing.

Nested virtualization relies on host virtualization extensions to function, and it should not to be confused

with running guests in a virtual environment using the QEMU Tiny Code Generator (TCG) emulation,
which is not supported in Red Hat Enterprise Linux.

12.2. SETUP

Follow these steps to enable, configure, and start using nested virtualization:

1. Enable: The feature is disabled by default. To enable it, use the following procedure on the L0
host physical machine.

For Intel:

1. Check whether nested virtualization is available on your host system.

I $ cat /sys/module/kvm_intel/parameters/nested

If this command returns Y or 1, the feature is enabled.
If the command returns 0 or N, use steps band c.

2. Unload the kvm_intel module:
I # modprobe -r kvm_intel
3. Activate the nesting feature:
I # modprobe kvm_intel nested=1

4. The nesting feature is now enabled only until the next reboot of the LO host. To enable it
permanently, add the following line to the /etc/modprobe.d/kvm. conf file:

I options kvm_intel nested=1

For AMD:

1. Check whether nested virtualization is available on your system:
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I $ cat /sys/module/kvm_amd/parameters/nested

If this command returns Y or 1, the feature is enabled.

If the command returns 0 or N, use steps band c.

2. Unload the kvm_amd module
I # modprobe -r kvm_amd

3. Activate the nesting feature

I # modprobe kvm_amd nested=1

4. The nesting feature is now enabled only until the next reboot of the LO host. To enable it
permanently, add the following line to the /etc/modprobe.d/kvm. conf file:

I options kvm_amd nested=1

virt-manager

2. Configure your L1 virtual machine for nested virtualization using one of the following methods:

1. Open the GUI of the intended guest and click the Show Virtual Hardware Details icon.

2. Select the Processor menu, and in the Configuration section, type host -passthrough

in the Model field (do not use the drop-down selection), and click Apply.
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Add the following line to the domain XML file of the guest:
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12.3.

84

I <cpu mode='host-passthrough'/>

If the guest's XML configuration file already contains a <cpu> element, rewrite it.

. To start using nested virtualization, install an L2 guest within the L1 guest. To do this, follow the

same procedure as when installing the L1 guest - see Chapter 3, Creating a Virtual Machine for
more information.

RESTRICTIONS AND LIMITATIONS

It is strongly recommended to run Red Hat Enterprise Linux 7.2 or later in the LO host and the L1
guests. L2 guests can contain any guest system supported by Red Hat.

It is not supported to migrate L1 or L2 guests.
Use of L2 guests as hypervisors and creating L3 guests is not supported.

Not all features available on the host are available to be utilized by the L1 hypervisor. For
instance, IOMMU/VT-d or APICv cannot be used by the L1 hypervisor.

To use nested virtualization, the host CPU must have the necessary feature flags. To determine
if the LO and L1 hypervisors are set up correctly, use the cat /proc/cpuinfo command on
both LO and L1, and make sure that the following flags are listed for the respective CPUs on both
hypervisors:

o For Intel - vmx (Hardware Virtualization) and ept (Extended Page Tables)

o For AMD - svm (equivalent to vmx) and npt (equivalent to ept)
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CHAPTER 13. STORAGE POOLS

This chapter includes instructions on creating storage pools of assorted types. A storage pool is a
quantity of storage set aside by an administrator, often a dedicated storage administrator, for use by
guest virtual machines. Storage pools are divided into storage volumes either by the storage
administrator or the system administrator, and the volumes are then assigned to guest virtual machines
as block devices.

For example, the storage administrator responsible for an NFS server creates a shared disk to store all
of the guest virtual machines' data. The system administrator would define a storage pool on the
virtualization host using the details of the shared disk. In this example, the administrator may want
nfs.example.com:/path/to/share to be mounted on /vm_data). When the storage pool is
started, libvirt mounts the share on the specified directory, just as if the system administrator logged in
and executed mount nfs.example.com:/path/to/share /vmdata. If the storage pool is
configured to autostart, libvirt ensures that the NFS shared disk is mounted on the directory specified
when libvirt is started.

Once the storage pool is started, the files in the NFS shared disk are reported as storage volumes, and
the storage volumes' paths may be queried using the libvirt APls. The storage volumes' paths can then
be copied into the section of a guest virtual machine's XML definition describing the source storage for
the guest virtual machine's block devices.In the case of NFS, an application using the libvirt APIs can
create and delete storage volumes in the storage pool (files in the NFS share) up to the limit of the size
of the pool (the storage capacity of the share). Not all storage pool types support creating and deleting
volumes. Stopping the storage pool (pool-destroy) undoes the start operation, in this case, unmounting
the NFS share. The data on the share is not modified by the destroy operation, despite what the name of
the command suggests. For more details, see man virsh.

A second example is an iISCSI storage pool. A storage administrator provisions an iSCSI target to
present a set of LUNSs to the host running the virtual machines. When libvirt is configured to manage that
iSCSI target as a storage pool, libvirt will ensure that the host logs into the iISCSI target and libvirt can
then report the available LUNs as storage volumes. The storage volumes' paths can be queried and
used in virtual machines' XML definitions as in the NFS example. In this case, the LUNs are defined on
the iISCSI server, and libvirt cannot create and delete volumes.

Storage pools and volumes are not required for the proper operation of guest virtual machines. Storage
pools and volumes provide a way for libvirt to ensure that a particular piece of storage will be available
for a guest virtual machine. On systems that do not use storage pools, system administrators must
ensure the availability of the guest virtual machine's storage. For example, adding the NFS share to the
host physical machine's fstab is required so that the share is mounted at boot time.

One of the advantages of using libvirt to manage storage pools and volumes is libvirt's remote protocol,
so it is possible to manage all aspects of a guest virtual machine's life cycle, as well as the configuration
of the resources required by the guest virtual machine. These operations can be performed on a remote
host entirely within the libvirt API. As a result, a management application using libvirt can enable a user
to perform all the required tasks for configuring the host physical machine for a guest virtual machine
such as: allocating resources, running the guest virtual machine, shutting it down and de-allocating the
resources, without requiring shell access or any other control channel.

Although the storage pool is a virtual container it is limited by two factors: maximum size allowed to it by
gemu-kvm and the size of the disk on the host machine. Storage pools may not exceed the size of the
disk on the host machine. The maximum sizes are as follows:

e virtio-blk = 2"63 bytes or 8 Exabytes(using raw files or disk)

e Ext4 =~ 16 TB (using 4 KB block size)
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o XFS = ~8 Exabytes

e qgcow?2 and host file systems keep their own metadata and scalability should be evaluated/tuned
when trying very large image sizes. Using raw disks means fewer layers that could affect
scalability or max size.

libvirt uses a directory-based storage pool, the /var/1ib/1ibvirt/images/ directory, as the default
storage pool. The default storage pool can be changed to another storage pool.

e Local storage pools - Local storage pools are directly attached to the host physical machine
server. Local storage pools include: local directories, directly attached disks, physical partitions,
and LVM volume groups. These storage volumes store guest virtual machine images or are
attached to guest virtual machines as additional storage. As local storage pools are directly
attached to the host physical machine server, they are useful for development, testing and small
deployments that do not require migration or large numbers of guest virtual machines. Local
storage pools are not suitable for many production environments as local storage pools do not
support live migration.

o Networked (shared) storage pools - Networked storage pools include storage devices shared
over a network using standard protocols. Networked storage is required when migrating virtual
machines between host physical machines with virt-manager, but is optional when migrating

with virsh. Networked storage pools are managed by libvirt. Supported protocols for networked
storage pools include:

o Fibre Channel-based LUNs
o iSCSI

o NFS

o GFS2

o SCSI RDMA protocols (SCSI RCP), the block export protocol used in InfiniBand and 10GbE
iIWARP adapters.

NOTE

Multi-path storage pools should not be created or used as they are not fully supported.

Example 13.1. NFS storage pool

Suppose a storage administrator responsible for an NFS server creates a share to store guest virtual
machines' data. The system administrator defines a pool on the host physical machine with the
details of the share (nfs.example.com:/path/to/share should be mounted on /vm_data). When
the pool is started, libvirt mounts the share on the specified directory, just as if the system
administrator logged in and executed mount nfs.example.com:/path/to/share /vmdata. If
the pool is configured to autostart, libvirt ensures that the NFS share is mounted on the directory
specified when libvirt is started.

Once the pool starts, the files that the NFS share, are reported as volumes, and the storage volumes'
paths are then queried using the libvirt APIs. The volumes' paths can then be copied into the section
of a guest virtual machine's XML definition file describing the source storage for the guest virtual
machine's block devices. With NFS, applications using the libvirt APIs can create and delete volumes
in the pool (files within the NFS share) up to the limit of the size of the pool (the maximum storage
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capacity of the share). Not all pool types support creating and deleting volumes. Stopping the pool
negates the start operation, in this case, unmounts the NFS share. The data on the share is not
modified by the destroy operation, despite the name. See man virsh for more details.

NOTE

Storage pools and volumes are not required for the proper operation of guest virtual
machines. Pools and volumes provide a way for libvirt to ensure that a particular piece of
storage will be available for a guest virtual machine, but some administrators will prefer to
manage their own storage and guest virtual machines will operate properly without any
pools or volumes defined. On systems that do not use pools, system administrators must
ensure the availability of the guest virtual machines' storage using whatever tools they
prefer. For example, adding the NFS share to the host physical machine's fstab is
required so that the share is mounted at boot time.

WARNING

When creating storage pools on a guest, make sure to follow the related security
considerations found in the Red Hat Enterprise Linux 7 Virtualization Security Guide.

13.1. DISK-BASED STORAGE POOLS

This section covers creating disk-based storage devices for guest virtual machines.

WARNING

Guests should not be given write access to whole disks or block devices (for
example, /dev/sdb). Use partitions (for example, /dev/sdb1) or LVM volumes.

If you pass an entire block device to the guest, the guest will likely partition it or
create its own LVM groups on it. This can cause the host physical machine to detect
these partitions or LVM groups and cause errors.

13.1.1. Creating a Disk-based Storage Pool Using virsh

This procedure creates a new storage pool using a disk device with the virsh command.
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'@ WARNING

Dedicating a disk to a storage pool will reformat and erase all data presently stored
on the disk device. It is strongly recommended to back up the data on the storage
device before commencing with the following procedure:

1. Create a GPT disk label on the disk
The disk must be relabeled with a GUID Partition Table (GPT) disk label. GPT disk labels allow
for creating a large numbers of partitions, up to 128 partitions, on each device. GPT partition
tables can store partition data for far more partitions than the MS-DOS partition table.

# parted /dev/sdb

GNU Parted 2.1

Using /dev/sdb

Welcome to GNU Parted! Type 'help' to view a list of commands.
(parted) mklabel

New disk label type? gpt

(parted) quit

Information: You may need to update /etc/fstab.

#

2. Create the storage pool configuration file
Create a temporary XML text file containing the storage pool information required for the new
device.

The file must be in the format shown below, and contain the following fields:

<name>guest_images_disk</name>

The name parameter determines the name of the storage pool. This example uses the name
guest_images_disk in the example below.

<device path="/dev/sdb'/>

The device parameter with the path attribute specifies the device path of the storage
device. This example uses the device /dev/sdb.

<target> <path>/dev</path></target>

The file system target parameter with the path sub-parameter determines the location on
the host physical machine file system to attach volumes created with this storage pool.

For example, sdb1, sdb2, sdb3. Using /dev/, as in the example below, means volumes
created from this storage pool can be accessed as /dev/sdb1, /dev/sdb2, /dev/sdb3.

<format type="gpt/>

The format parameter specifies the partition table type. This example uses the gptin the
example below, to match the GPT disk label type created in the previous step.

Create the XML file for the storage pool device with a text editor.
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<source>
<device path='/dev/sdb'/>
<format type='gpt'/>
</source>
<target>
<path>/dev</path>
</target>

<pool type='disk'>
<name>guest_images_disk</name>
</pool>

| Example 13.2. Disk-based storage device storage pool

3. Start the storage pool
Start the storage pool with the virsh pool-start command. Verify the pool is started with
the virsh pool-list --allcommand

# virsh pool-start iscsirhel7guest
Pool iscsirhel7guest started
# virsh pool-list --all

Name State Autostart
default active yes
guest_images_disk active no

4. Attach the device
Add the storage pool definition using the virsh pool-define command with the XML
configuration file created in the previous step.

# virsh pool-define ~/guest_images_disk.xml
Pool guest_images_disk defined from /root/guest_images_disk.xml
# virsh pool-list --all

Name State Autostart
default active yes
guest_images_disk inactive no

5. Turn on autostart
Turn on autostart for the storage pool. Autostart configures the 1ibvirtd service to start the
storage pool when the service starts.

# virsh pool-autostart guest_images_disk
Pool guest_images_disk marked as autostarted
# virsh pool-list --all

Name State Autostart
default active yes
guest_images_disk active yes

6. Verify the storage pool configuration
Verify the storage pool was created correctly, the sizes reported correctly, and the state reports
as running.
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# virsh pool-info guest_images_disk

Name: guest_images_disk

UUID: 551a67c8-5f2a-012c-3844-df29b167431c
State: running

Capacity: 465.76 GB

Allocation: 0.00

Available: 465.76 GB

# 1ls -la /dev/sdb

brw-rw----. 1 root disk 8, 16 May 30 14:08 /dev/sdb
# virsh vol-list guest_images_disk

Name Path

7. Optional: Remove the temporary configuration file
Remove the temporary storage pool XML configuration file if it is not needed anymore.

I # rm ~/guest_images_disk.xml
A disk-based storage pool is now available.

13.1.2. Deleting a Storage Pool Using virsh

The following demonstrates how to delete a storage pool using virsh:

1. To avoid any issues with other guest virtual machines using the same pool, it is best to stop the
storage pool and release any resources in use by it.

I # virsh pool-destroy guest_images_disk
2. Remove the storage pool's definition

I # virsh pool-undefine guest_images_disk

13.2. PARTITION-BASED STORAGE POOLS
This section covers using a pre-formatted block device, a partition, as a storage pool.

For the following examples, a host physical machine has a 500GB hard drive (/dev/sdc) partitioned
into one 500GB partition (/dev/sdc1). We set up a storage pool for it using the procedure below.

13.2.1. Creating a Partition-based Storage Pool Using virt-manager

This procedure creates a new storage pool using a partition of a storage device.

Procedure 13.1. Creating a partition-based storage pool with virt-manager

1. Set the File System to ext4
From a command window, enter the following command to set the file system to ext4

I # mkfs.ext4 /dev/sdc1l

2. Open the storage pool settings
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a. Inthe virt-manager graphical interface, select the host physical machine from the main
window.

Open the Edit menu and select Connection Details

b. click the Storage tab of the Connection Details window.

QEMU/KVM Connection Details - o X
Eile

Overview Virtual Networks Storage Metwork Interfaces
5 3y default MName: ‘ guest_images_dir

Filesystem Directory

Size: 75.15 GiB Free f 23.15 GB In Use

23% Downloads

Filesystem Diractory Location:  /home/yzimmerm/VirtualMachines/guest_images_dir

guest_images_dir State: @Active

Filesy=tam Diractory

Autostart: [+ On Boot

53y RHEL7_2
Filesystem Directory Volumes | 9P @ Q‘)

33y VirtualMachines -~ i
Filesystem Directory Volumes Size Format
: | ® | @ ‘ Apply

Figure 13.1. Storage tab

3. Create the new storage pool

a. Add a new pool (part 1)
Press the + button (at the bottom of the window). The Add a New Storage Pool wizard
appears.

Choose a Name for the storage pool. This example uses the name guest images fs.
Change the Typeto fs: Pre-Formatted Block Device.

92



CHAPTER 13. STORAGE POOLS

Add a Mew Storage Pool

. Create storage poo

Select the storage pool type you would like to configure.

Mame: guest_images_fs ‘

Type: ‘ fs: Pre-Formatted Block Device st ‘

‘ Cancel ‘ ‘ Back ‘ ‘ Forward ‘

Figure 13.2. Storage pool name and type

Press the Forward button to continue.

b. Add a new pool (part 2)

Change the Target Path,, and Source Path fields.
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Add a Mew Storage Pool

Create storage poo

Target Path: | fhome/yzimmerm/VirtualMachines | ~ | | Browse |
Source Path: ‘ fdev/sdcl - | | Browse |
Cancel | | Back | | Finish

Figure 13.3. Storage pool path

Target Path

Enter the location to mount the source device for the storage pool in the Target Path
field. If the location does not already exist, virt-manager will create the directory.

Source Path
Enter the device in the Source Path field.

This example uses the /dev/sdc1 device.

Verify the details and press the Finish button to create the storage pool.

4. Verify the new storage pool
The new storage pool appears in the storage list on the left after a few seconds. Verify the size
is reported as expected, 2.88 GB Free in this example. Verify the State field reports the new
storage pool as Active.

Select the storage pool. In the Autostart field, click the On Boot check box. This will make
sure the storage device starts whenever the 1ibvirtd service starts.
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QEMU/KVM Connection Details x
File
Overview Virtual Networks Storage MNetwork Interfaces
25, default Name: quest_images_fs
Filesystem Directory
&5, Downloads Size: 2.88 GIB Free / 8.98 MiB In Use
Filesystem Directory Location: /var/lib/libvirt/images/guest_images_fs
guest_images_fs State: 3 Active
Pre-Formatted Block Device .
Autostart: [+ On Boot
Volumes | & | & | 2
Volumes ~ Size Fqg

Apply

Figure 13.4. Storage list confirmation

The storage pool is now created, close the Connection Details window.

13.2.2. Deleting a Storage Pool Using virt-manager

This procedure demonstrates how to delete a storage pool.

1. To avoid any issues with other guest virtual machines using the same pool, it is best to stop the

storage pool and release any resources in use by it. To do this, select the storage pool you want

@]
to stop and click [ at the bottom of the Storage window.

2. Delete the storage pool by clicking @ . This icon is only enabled if you stop the storage pool

first.

13.2.3. Creating a Partition-based Storage Pool Using virsh

This section covers creating a partition-based storage pool with the virsh command.
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! WARNING
Do not use this procedure to assign an entire disk as a storage pool (for example,

/dev/sdb). Guests should not be given write access to whole disks or block
devices. Only use this method to assign partitions (for example, /dev/sdb1) to
storage pools.

Procedure 13.2. Creating pre-formatted block device storage pools using virsh
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1. Create the storage pool definition
Use the virsh pool-define-as command to create a new storage pool definition. There are
three options that must be provided to define a pre-formatted disk as a storage pool:

Partition name

The name parameter determines the name of the storage pool. This example uses the name
guest_images fsin the example below.

device

The device parameter with the path attribute specifies the device path of the storage
device. This example uses the partition /dev/sdc1.

mountpoint

The mountpoint on the local file system where the formatted device will be mounted. If the
mount point directory does not exist, the virsh command can create the directory.

The directory /guest_images is used in this example.
# virsh pool-define-as guest_images_fs fs - - /dev/sdcl -

"/qguest_images"
Pool guest_images_fs defined

The new pool is now created.

2. Verify the new pool
List the present storage pools.

# virsh pool-list --all

Name State Autostart
default active yes
guest_images_fTs inactive no

3. Create the mount point
Use the virsh pool-build command to create a mount point for a pre-formatted file system
storage pool.

I # virsh pool-build guest_images_fs
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Pool guest_images_fs built

# 1ls -la /guest_images

total 8

drwx------ . 2 root root 4096 May 31 19:38
dr-xr-xr-x. 25 root root 4096 May 31 19:38
# virsh pool-list --all

Name State Autostart
default active yes
guest_images_fs inactive no

4. Start the storage pool
Use the virsh pool-start command to mount the file system onto the mount point and
make the pool available for use.

# virsh pool-start guest_images_fs
Pool guest_images_fs started
# virsh pool-list --all

Name State Autostart
default active yes
guest_images_fs active no

5. Turn on autostart
By default, a storage pool is defined with virsh is not set to automatically start each time
libvirtd starts. Turn on automatic start with the virsh pool-autostart command. The
storage pool is now automatically started each time 1ibvirtd starts.

# virsh pool-autostart guest_images_fss
Pool guest_images_fs marked as autostarted

# virsh pool-list --all

Name State Autostart
default active yes
guest_images_fs active yes

6. Verify the storage pool
Verify the storage pool was created correctly, the sizes reported are as expected, and the state
is reported as running. Verify there is a "lost+found" directory in the mount point on the file
system, indicating the device is mounted.

# virsh pool-info guest_images_fs

Name: guest_images_fs

UUID: C7466869-e82a-a66c-2187-dc9d6f0877d0
State: running

Persistent: yes

Autostart: yes

Capacity: 458.39 GB

Allocation: 197.91 MB

Available: 458.20 GB

# mount | grep /guest_images
/dev/sdcl on /guest_images type ext4d (rw)
# 1ls -la /guest_images
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total 24

drwxr-xr-x. 3 root root 4096 May 31 19:47
dr-xr-xr-x. 25 root root 4096 May 31 19:38 ..
drwx------ . 2 root root 16384 May 31 14:18 lost+found

13.2.4. Deleting a Storage Pool Using virsh

1. To avoid any issues with other guest virtual machines using the same pool, it is best to stop the
storage pool and release any resources in use by it.

I # virsh pool-destroy guest_images_disk

2. Optionally, if you want to remove the directory where the storage pool resides use the following
command:

I # virsh pool-delete guest_images_disk
3. Remove the storage pool's definition

I # virsh pool-undefine guest_images_disk

13.3. DIRECTORY-BASED STORAGE POOLS
This section covers storing guest virtual machines in a directory on the host physical machine.

Directory-based storage pools can be created with virt-manager or the virsh command-line tools.

13.3.1. Creating a Directory-based Storage Pool with virt-manager
1. Create the local directory

a. Optional: Create a new directory for the storage pool
Create the directory on the host physical machine for the storage pool. This example uses a
directory named /guest_images.

I # mkdir /guest_images

b. Set directory ownership
Change the user and group ownership of the directory. The directory must be owned by the
root user.

I # chown root:root /guest_images

c. Set directory permissions
Change the file permissions of the directory.

I # chmod 700 /guest_images

d. Verify the changes
Verify the permissions were modified. The output shows a correctly configured empty
directory.
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# 1ls -la /guest_images

total 8

drwx------ . 2 root root 4096 May 28 13:57
dr-xr-xr-x. 26 root root 4096 May 28 13:57

2. Configure SELinux file contexts
Configure the correct SELinux context for the new directory. Note that the name of the pool and
the directory do not have to match. However, when you shut down the guest virtual machine,
libvirt has to set the context back to a default value. The context of the directory determines what
this default value is. It is worth explicitly labeling the directory virt_image_t, so that when the
guest virtual machine is shutdown, the images get labeled 'virt_image_t" and are thus isolated
from other processes running on the host physical machine.

# semanage fcontext -a -t virt_image_t '/guest_images(/.*)?'
# restorecon -R /guest_images

3. Open the storage pool settings

a. Inthe virt-manager graphical interface, select the host physical machine from the main
window.

Open the Edit menu and select Connection Details

b. click the Storage tab of the Connection Details window.

QEMU/KVM Connection Details - o X
Eile

Overview Virtual Networks Storage Metwork Interfaces
5 33 default MName: ‘ guest_images_dir

Filesystem Directory

Size: 75.15 GiB Free f 23.15 GB In Use

23% Downloads

Filesystem Diractory Location:  Sfhome/yzimmerm/VirtualMachines/gquest_images_dir

guest_images_dir State: @Active

Filesystam Dirscto .

- - Autostart: ¥ On Boot

53y RHEL7_2 . :

Filesystem Diractory \.-'olumes| & | @ | ®

23% VirtualMachines

Filesystem Directory Volumes ¥ Size Format

280

| Apply

®

Figure 13.5. Storage tab

4. Create the new storage pool

a. Add a new pool (part 1)
Press the + button (the add pool button). The Add a New Storage Pool wizard appears.
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Choose a Name for the storage pool. This example uses the name guest _images. Change
the Typetodir: Filesystem Directory.

Add a Mew Storage Pool

Create storage poo

Select the storage pool type you would like to configure.

Mame: guest_images_dirl ‘

Type: ‘ dir: Filesystem Directory st ‘

‘ Cancel ‘ ‘ Back ‘ ‘ Forward ‘

Figure 13.6. Name the storage pool
Press the Forward button to continue.

b. Add a new pool (part 2)
Change the Target Path field. For example, /guest_images.
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Add a Mew Storage Pool

Create storage poo

Target Path: | /home/yzimmerm/VirtualMachines | = || Browse |

Cancel | | Back | | Finish

Figure 13.7. Selecting a path for the storage pool
Verify the details and press the Finish button to create the storage pool.

5. Verify the new storage pool
The new storage pool appears in the storage list on the left after a few seconds. Verify the size
is reported as expected, 36.41 GB Free in this example. Verify the State field reports the new
storage pool as Active.

Select the storage pool. In the Autostart field, confirm that the On Boot check box is
checked. This will make sure the storage pool starts whenever the 1ibvirtd service starts.
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GEMU/KVM Connection Details - o x
Eile
Overview Virtual Networks Storage Network Interfaces
5 35 default MName: ‘ guest_images_dir
Filesystem Directory
Size: 75.16 GIB Free / 23.15 GB In Use
33y Downloads
Filesystem Directory Location:  fhomefyzimmerm/VirtualMachines/guest_images_dir
guest_images_dir State: @Active
Filesystem Directo _
- o Autostart: (¥ On Boot
335 R.H EL7_2 _ . :
Filesystem Directory Volumes‘ 4 | @ | ‘L}
5 3y VirtualMachines -~ i
Filesystem Directary Volumes Size Format
‘ - | | ® | ® Apply |

Figure 13.8. Verify the storage pool information

The storage pool is now created, close the Connection Details window.

13.3.2. Deleting a Storage Pool Using virt-manager

This procedure demonstrates how to delete a storage pool.

1. To avoid any issues with other guest virtual machines using the same pool, it is best to stop the
storage pool and release any resources in use by it. To do this, select the storage pool you want

o]
to stop and click |- at the bottom of the Storage window.

2. Delete the storage pool by clicking @ . This icon is only enabled if you stop the storage pool
first.

13.3.3. Creating a Directory-based Storage Pool with virsh

1. Create the storage pool definition
Use the virsh pool-define-as command to define a new storage pool. There are two
options required for creating directory-based storage pools:

o The name of the storage pool.

This example uses the name guest _images. All further virsh commands used in this
example use this name.

o The path to a file system directory for storing guest image files. If this directory does not
exist, virsh will create it.
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This example uses the /guest _images directory.

# virsh pool-define-as guest_images dir - - - - "/guest_images"
Pool guest_images defined

2. Verify the storage pool is listed
Verify the storage pool object is created correctly and the state reports it as inactive.

# virsh pool-list --all

Name State Autostart
default active yes
guest_images inactive no

3. Create the local directory
Use the virsh pool-build command to build the directory-based storage pool for the
directory guest images (for example), as shown:

# virsh pool-build guest_images

Pool guest_images built

# 1ls -la /guest_images

total 8

drwx------ . 2 root root 4096 May 30 02:44
dr-xr-xr-x. 26 root root 4096 May 30 02:44 ..
# virsh pool-list --all

Name State Autostart
default active yes
guest_images inactive no

4. Start the storage pool
Use the virsh command pool-start to enable a directory storage pool, thereby allowing
volumes of the pool to be used as guest disk images.

# virsh pool-start guest_images
Pool guest_images started
# virsh pool-list --all

Name State Autostart
default active yes
guest_images active no

5. Turn on autostart
Turn on autostart for the storage pool. Autostart configures the 1ibvirtd service to start the
storage pool when the service starts.

# virsh pool-autostart guest_images
Pool guest_images marked as autostarted
# virsh pool-list --all

Name State Autostart
default active yes
guest_images active yes
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6. Verify the storage pool configuration
Verify the storage pool was created correctly, the size is reported correctly, and the state is
reported as running. If you want the pool to be accessible even if the guest virtual machine is
not running, make sure that Persistent is reported as yes. If you want the pool to start
automatically when the service starts, make sure that Autostart is reported as yes.

# virsh pool-info guest_images

Name: guest_images

UUID: 779081bf-7a82-107b-2874-a19a9c51d24c
State: running

Persistent: yes

Autostart: yes

Capacity: 49.22 GB

Allocation: 12.80 GB

Available: 36.41 GB

# 1ls -la /guest_images

total 8

drwx------ . 2 root root 4096 May 30 02:44
dr-xr-xr-x. 26 root root 4096 May 30 02:44
#

A directory-based storage pool is now available.

13.3.4. Deleting a Storage Pool Using virsh

The following demonstrates how to delete a storage pool using virsh:

1. To avoid any issues with other guest virtual machines using the same pool, it is best to stop the
storage pool and release any resources in use by it.

I # virsh pool-destroy guest_images_disk

2. Optionally, if you want to remove the directory where the storage pool resides use the following
command:

I # virsh pool-delete guest_images_disk
3. Remove the storage pool's definition

I # virsh pool-undefine guest_images_disk

13.4. LVM-BASED STORAGE POOLS

This section provides information about using LVM volume groups as storage pools. LVM-based storage
groups provide the full flexibility of LVM. For more details on LVM, refer to the Red Hat Enterprise Linux
Logical Volume Manager Administration Guide.
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NOTE
Be aware of the following:

e Thin provisioning is currently not possible with LVM-based storage pools.

e To prevent the host from unnecessarily scanning the contents of LVMs used by
the guest, the global_filter option must be configured in
/etc/1lvm/1vm.conf. For more information, refer to the Red Hat Enterprise
Linux Logical Volume Manager Administration Guide.

g WARNING

LVM-based storage pools require a full disk partition. When activating a new
partition/device with these procedures, the partition will be formatted and all data will
be erased. When using the host's existing Volume Group (VG), nothing will be
erased. It is recommended to back up the storage device before starting the
following procedure.

13.4.1. Creating an LVM-based Storage Pool with virt-manager

LVM-based storage pools can use existing LVM volume groups or create new LVM volume groups on a
blank partition.

For details on creating LVM volume groups, refer to the Red Hat Enterprise Linux Logical Volume
Manager Administration Guide.

1. Open the storage pool settings

a. Inthe virt-manager graphical interface, select the host from the main window.
Open the Edit menu and select Connection Details

b. click the Storage tab.
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Figure 13.9. Storage tab

2. Create the new storage pool

a. Start the Wizard
Press the + button (the add pool button). The Add a New Storage Pool wizard appears.

Choose a Name for the storage pool. We use guest _images_Ivm for this example. Then
change the Type to logical: LVM Volume Group, and
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Create storage pool
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Figure 13.10. Add LVM storage pool
Press Forward to continue.

b. Add a new pool (part 2)
Fillin the Target Path and Source Path fields, and check the Build Pool check box.

m Use the Target Path field to either select an existing LVM volume group or as the
name for a new volume group. The default format is
storage_pool_name/lvm_Volume_Group_name.

This example uses a new volume group named /dev/guest_images_Ivm.

m The Source Path field is optional if an existing LVM volume group is used in the
Target Path.

For new LVM volume groups, input the location of a storage device in the Source
Path field. This example uses a blank partition /dev/sdc.

m The Build Pool check box instructs virt-manager to create a new LVM volume
group. If you are using an existing volume group you should not select the Build Pool
check box.

This example is using a blank partition to create a new volume group so the Build
Pool check box must be selected.
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Figure 13.11. Add target and source

Verify the details and press the Finish button format the LVM volume group and create the
storage pool.

c. Confirm the device to be formatted
A warning message appears.

Building a pool of this type will format the source device. Are you sure
you want to ‘build’ this pool?

Mo fes

Figure 13.12. Warning message

Press the Yes button to proceed to erase all data on the storage device and create the
storage pool.

3. Verify the new storage pool
The new storage pool will appear in the list on the left after a few seconds. Verify the details are
what you expect, 465.76 GB Free in our example. Also verify the State field reports the new
storage pool as Active.
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It is generally a good idea to have the Autostart check box enabled, to ensure the storage

pool starts automatically with libvirtd.
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5 35 default Name: ‘ guest_images_Ilvm
Filesystem Directory
Size: 75.15 GIiB Free / 0.00 MB In Use
53 Downloads . )
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Figure 13.13. Confirm LVM storage pool details

Close the Connection Details dialog, as the task is now complete.

13.4.2. Deleting a Storage Pool Using virt-manager

This procedure demonstrates how to delete a storage pool.

1. To avoid any issues with other guest virtual machines using the same pool, it is best to stop the
storage pool and release any resources in use by it. To do this, select the storage pool you want

i

to stop and click
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Figure 13.14. Stop Icon

2. Delete the storage pool by clicking @ . This icon is only enabled if you stop the storage pool

first.

13.4.3. Creating an LVM-based Storage Pool with virsh

This section outlines the steps required to create an LVM-based storage pool with the virsh command.
It uses the example of a pool named guest_images_lvm from a single drive (/dev/sdc). This is only
an example and your settings should be substituted as appropriate.

Procedure 13.3. Creating an LVM-based storage pool with virsh
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1. Define the pool name guest_images_lvm.

# virsh pool-define-as guest_images_lvm logical - - /dev/sdc

libvirt_1vm \ /dev/libvirt_lvm
Pool guest_images_1lvm defined

2. Build the pool according to the specified name. If you are using an already existing volume

group, skip this step.

# virsh pool-build guest_images_lvm

Pool guest_images_1lvm built

3. Initialize the new pool.

I # virsh pool-start guest_images_lvm
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I Pool guest_images_lvm started
4. Show the volume group information with the vgs command.

# VvQgs
VG #PV #LV #SN Attr VSize VFree
libvirt_1lvm 1 0] 0@ wz--n- 465.76g 465.76g

5. Set the pool to start automatically.

# virsh pool-autostart guest_images_lvm
Pool guest_images_lvm marked as autostarted

6. List the available pools with the virsh command.

# virsh pool-list --all

Name State Autostart
default active yes
guest_images_lvm active yes

7. The following commands demonstrate the creation of three volumes (volume1, volume2 and
volume3) within this pool.

# virsh vol-create-as guest_images_lvm volumel 8G
Vol volumel created

# virsh vol-create-as guest_images_lvm volume2 8G
Vol volume2 created

# virsh vol-create-as guest_images_lvm volume3 8G
Vol volume3 created

8. List the available volumes in this pool with the virsh command.

# virsh vol-list guest_images_1lvm

Name Path

volumel /dev/1libvirt_lvm/volumel
volume2 /dev/1libvirt_lvm/volume2
volume3 /dev/1libvirt_lvm/volume3

9. The following two commands (1lvscan and 1vs) display further information about the newly
created volumes.

# lvscan

ACTIVE '/dev/1libvirt_lvm/volumel' [8.00 GiB] inherit
ACTIVE '/dev/1libvirt_lvm/volume2' [8.00 GiB] inherit
ACTIVE '/dev/1libvirt_lvm/volume3' [8.00 GiB] inherit

# 1lvs

LV VG Attr LSize Pool Origin Data% Move Log
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Copy% Convert

volumel libvirt_1lvm -wi-a- 8.00g
volume2 libvirt_1lvm -wi-a- 8.00g
volume3d libvirt_1lvm -wi-a- 8.00g

13.4.4. Deleting a Storage Pool Using virsh

The following demonstrates how to delete a storage pool using virsh:

1. To avoid any issues with other guests using the same pool, it is best to stop the storage pool
and release any resources in use by it.

I # virsh pool-destroy guest_images_disk

2. Optionally, if you want to remove the directory where the storage pool resides use the following
command:

I # virsh pool-delete guest_images_disk
3. Remove the storage pool's definition

I # virsh pool-undefine guest_images_disk

13.5. ISCSI-BASED STORAGE POOLS

This section covers using iISCSI-based devices to store guest virtual machines. This allows for more
flexible storage options such as using iISCSI as a block storage device. The iSCSI devices use an LIO
target, which is a multi-protocol SCSI target for Linux. In addition to iSCSI, LIO also supports Fibre
Channel and Fibre Channel over Ethernet (FCoE).

iISCSI (Internet Small Computer System Interface) is a network protocol for sharing storage devices.

iISCSI connects initiators (storage clients) to targets (storage servers) using SCSI instructions over the IP
layer.

13.5.1. Configuring a Software iSCSI Target

Introduced in Red Hat Enterprise Linux 7, iSCSI targets are created with the targetcli package, which
provides a command set for creating software-backed iSCSI targets.

Procedure 13.4. Creating an iSCSI target

1. Install the required package
Install the targetcli package and all dependencies:

I # yum install targetcli

2. Launch targetcli
Launch the targetcli command set:

I # targetcli
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3. Create storage objects
Create three storage objects as follows, using the device created in Section 13.4, “LVM-based
Storage Pools”:

a. Create a block storage object, by changing into the /backstores/block directory and
running the following command:

I # create [block-name][filepath]

For example:

I # create blockl dev=/dev/vdbil

b. Create a fileio object, by changing into the fileio directory and running the following
command:

I # create [fileioname] [imagename] [image-size]

For example:

I # create fileiol /foo.img 56M

c. Create a ramdisk object by changing into the ramdisk directory, and running the following
command:

I # create [ramdiskname] [size]

For example:

I # create ramdiskl 1M

d. Remember the names of the disks you created in this step, as you will need them later.

4. Navigate to the /iscsi directory
Change into the iscsi directory:

I #cd /iscsi

5. Create iSCSI target
Create an iSCSI target in one of two ways:

a. create with no additional parameters, automatically generates the IQN.

b. create ign.2010-05.com.example.serverl:iscsirhel7guest creates a specific
IQN on a specific server.

6. Define the target portal group (TPG)
Each iSCSI target needs to have a target portal group (TPG) defined. In this example, the
default tpg1 will be used, but you can add additional tpgs as well. As this is the most common
configuration, the example configures tpg1. To do this, make sure you are still in the /iscsi
directory and change to the /tpg1 directory.
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I # /iscsi>iqgn.ign.2010-05.com.example.serverl:iscsirhel7guest/tpgl

7. Define the portal IP address

In order to export the block storage over iSCSI, the portals, LUNs, and ACLs must all be
configured first.

The portal includes the IP address and TCP port that the target will listen on, and the initiators
will connect to. iISCSI uses port 3260, which is the port that will be configured by default. To
connect to this port, enter the following command from the /tpg directory:

I # portals/ create
This command will have all available IP addresses listening to this port. To specify that only one

specific IP address will listen on the port, run portals/ create [ipaddress], and the
specified IP address will be configured to listen to port 3260.

. Configure the LUNs and assign the storage objects to the fabric

This step uses the storage devices created in Procedure 13.4, “Creating an iSCSI target”. Make
sure you change into the luns directory for the TPG you created in step 6, or
iscsi>ign.ign.2010-05.com.example.serverl:iscsirhel7guest, for example.

a. Assign the first LUN to the ramdisk as follows:

I # create /backstores/ramdisk/ramdiski

b. Assign the second LUN to the block disk as follows:

I # create /backstores/block/blockl

c. Assign the third LUN to the fileio disk as follows:

I # create /backstores/fileio/filel

d. Listing the resulting LUNs should resemble this screen output:

/iscsi/iqn.20...csirhel7guest/tpgl 1s

o- tgpl
........... [enabled, auth]

O_
AC LS. i e e e e e e
..................... [0 ACL]

O_
JUNS . o e e e e e e
.................... [3 LUNS]

| o-
JUNO . o e e e e
........ [ramdisk/ramdisk1]

| o-
0
.[block/blockl (dev/vdbl)]

| o-
JUN 2. e e e e
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.. [fileio/filel (foo.img)]

O_
POrEalS . o i
.................. [1 Portal]
o- IP-
ADDRESS 13260 . . o vt ittt it i i e e e
................... [OK]

9. Creating ACLs for each initiator
This step allows for the creation of authentication when the initiator connects, and it also allows
for restriction of specified LUNs to specified initiators. Both targets and initiators have unique
names. iISCSI initiators use an IQN.

a. To fin